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Abstract 

This study aims to identify the most accurate machine learning algorithm for predicting heart attacks using 
demographic data, physiological measurements, and electrocardiogram (ECG) results. We utilized a dataset of 4,000 
patient records, combining data from DMCH and Kaggle. Our methodology involved comprehensive data preprocessing, 
including ECG noise removal and feature selection using the Brouta algorithm. We implemented and compared six 
machine learning algorithms: Decision Tree, Random Forest, Logistic Regression, Support Vector Machine, XGBoost, and 
K-Nearest Neighbors. The results demonstrate that our proposed method can accurately predict heart attacks with high 
sensitivity and specificity. Among the tested algorithms, Random Forest achieved the highest accuracy of 87%, with 
well-balanced precision (0.86), recall (0.85), and F1-score (0.87). K-Nearest Neighbors and XGBoost also showed strong 
performance, with accuracies of 81% and 80% respectively. This study contributes to the field by utilizing a large, 
diverse dataset and providing a comprehensive comparison of multiple algorithms. Our findings suggest the potential 
for integrating machine learning, particularly Random Forest models, into clinical practice for early heart attack risk 
assessment, representing a significant step towards improving cardiovascular care through advanced data analysis 
techniques. 
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1. Introduction

Cardiovascular diseases, particularly heart attacks, remain a leading cause of mortality and morbidity worldwide, 
posing a significant challenge to global health systems. In 2023, cardiovascular diseases were responsible for an 
estimated 18 million deaths globally, accounting for 35% of all deaths [1]. The impact is particularly pronounced in 
developing countries, where healthcare resources are often limited. In Bangladesh, for instance, the World Health 
Organization estimates that coronary heart disease accounted for 16% of all deaths in 2022, underscoring the urgent 
need for effective preventive strategies. The ability to predict and prevent heart attacks not only saves lives but also 
significantly reduces the economic burden on healthcare systems and improves overall quality of life for at-risk 
individuals [2]. 

http://creativecommons.org/licenses/by/4.0/deed.en_US
https://wjarr.com/
https://doi.org/10.30574/wjarr.2024.23.3.2928
https://paperpile.com/c/dcJ8GG/j6nqp
https://paperpile.com/c/dcJ8GG/D84SW
https://crossmark.crossref.org/dialog/?doi=10.30574/wjarr.2024.23.3.2928&domain=pdf


World Journal of Advanced Research and Reviews, 2024, 23(03), 2572–2584 

2573 

In recent years, the integration of machine learning techniques in healthcare has opened new avenues for early 
detection and prevention of heart attacks. These advanced computational methods offer the potential to analyze 
complex, multidimensional medical data with unprecedented accuracy and efficiency. By leveraging demographic 
information, physiological measurements, and electrocardiogram (ECG) results, machine learning algorithms can 
identify subtle patterns and risk factors that might elude traditional clinical assessments [3]. This approach holds 
promise for developing more accurate and personalized risk prediction models, enabling timely interventions and 
targeted preventive measures [4]. 

Heart attacks, medically termed myocardial infarctions, are serious cardiovascular events that occur when blood 
supply to a portion of the heart muscle is suddenly cut off. This interruption in blood flow is typically caused by a 
blockage in one or more of the coronary arteries, often due to the accumulation of fatty deposits called plaque. 
If not addressed promptly, this lack of oxygen-rich blood can result in significant damage or even death of heart muscle 
cells. [5]. However, the complex interplay of these factors and their relative importance in different populations is not 
fully understood, highlighting the need for more sophisticated analytical approaches. Machine learning algorithms have 
shown promising results in various medical fields, including cardiology. These algorithms can be broadly categorized 
into supervised learning (e.g., logistic regression, decision trees, random forests), unsupervised learning (e.g., clustering 
algorithms), and deep learning methods [6]. Each category has its strengths and limitations in handling different types 
of data and prediction tasks. Previous studies have explored the application of individual machine learning algorithms 
for heart attack prediction, but comprehensive comparisons across multiple algorithms using a diverse dataset are 
limited, especially in the context of developing countries. 

This research aims to address this gap by conducting a comparative analysis of six machine learning algorithms for 
heart attack prediction: Decision Tree, Random Forest, Logistic Regression, Support Vector Machine, XGBoost, and K-
Nearest Neighbors. Our study utilizes a unique dataset combining records from Dhaka Medical College Hospital and 
open-source repositories, providing a rich and diverse pool of patient information. This approach not only allows for a 
robust evaluation of algorithm performance but also contributes to the understanding of heart attack risk factors in the 
Bangladeshi population, an area that has been underrepresented in global cardiovascular research. The key 
contributions of this research are given below: 

 The use of a large patient record dataset to train and evaluate the predictive models. 
 The combination of demographic data and physiological data, such as electrocardiogram (ECG) results, 

improves the accuracy of the predictions. 
 The comparison of traditional machine learning algorithms to determine the best baseline model for heart 

attack prediction. 
 The demonstration of the high accuracy of the proposed method in predicting heart attacks, which suggests its 

potential for clinical use. 

Other existing works on heart attack prediction have mainly focused on using traditional statistical methods [7] and 
demographic data. However, these methods may not fully capture the complexity of the physiological data associated 
with heart attacks. The proposed approach in this paper utilizes machine learning algorithms and combines 
demographic data with physiological data results to improve the accuracy of the predictions. This approach allows for 
a more comprehensive data analysis that may be absent from traditional methods. Additionally, the proposed approach 
compares machine learning algorithms to determine the best model for heart attack prediction. This allows for a more 
robust evaluation of the performance of the predictive models. This approach has been tested using a large dataset of 
patient records, which increases the generalizability of the findings. It can overcome the limitations of traditional 
methods and may have the potential to be integrated into clinical practice as a tool for early heart attack detection and 
prevention. 

2. Literature review 

Several research studies have explored various machine learning techniques for the early detection and prediction of 
heart disease. These techniques have proven instrumental in improving the accuracy and efficiency of diagnosing heart 
conditions. For instance, Pande et al. (2024) presented a heart disease prediction model using Random Forest, Gradient 
Boosting, and Deep Neural Networks (DNNs) with high accuracy, emphasizing ensemble learning methods to enhance 
predictions [8]. Their approach incorporated advanced data preparation and feature selection techniques, significantly 
improving prediction performance. Similarly, Golande and Kumar (2022) explored a combination of machine learning 
methods such as Naive Bayes and Support Vector Machines (SVM), achieving remarkable success in predicting heart 
diseases with high precision [9]. The application of Naive Bayes was also notable in the work of Shubham Mall (2024), 
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who demonstrated that it offered superior accuracy in comparison to other models like K-Nearest Neighbors (KNN) and 
Decision Trees [2]. 

Additionally, Ramalingam et al. (2018) utilized Principal Component Analysis (PCA) alongside Decision Trees to 
improve feature selection, which further enhanced the model's accuracy in detecting heart disease [10]. Another 
prominent study by Abubakar et al. (2024) demonstrated the use of Logistic Regression and Naive Bayes for heart 
disease classification, showing that the latter provided superior results with better accuracy and computational 
efficiency [11]. Despite these advancements, certain challenges persist, such as handling imbalanced datasets and 
interpreting complex models in clinical settings. Nevertheless, machine learning continues to offer robust solutions for 
early detection, enabling timely intervention and improved patient outcomes. 

Table 1 Summarization of existing work 

Ref Work Algorithms Best 
Accuracy 

[12] Developed a prediction model by integrating advanced 
data preprocessing, feature selection, and ensemble 
learning for heart disease detection. 

Decision Tree, Random Forest, 
Support Vector Machine, Gaussian 
Naive Baye 

99.12% 

[2] Conducted a detailed comparison of several machine 
learning methods to identify the most effective approach 
for predicting heart disease. 

Naive Bayes, Decision Tree 98.33% 

[8] Used a transformer-based self-attention mechanism to 
model complex patterns for accurate prediction of 
cardiovascular diseases. 

Transformer Model 94.3% 

[13] Focused on improving heart disease detection through the 
use of hybrid classifiers and advanced feature selection 
techniques. 

SVM, Naive Bayes, Random Forest 72.37% 

[11] A comprehensive exploration of various machine learning 
models, highlighting the best methods for classifying heart 
disease risks. 

Random Forest, K-Nearest 
Neighbors 

93.33% 

3. Methodology 

Our research methodology for heart attack prediction employs a comprehensive approach encompassing data 
collection, feature selection, model training, and evaluation. We begin by gathering patient information from various 
sources, continuously assessing data sufficiency to ensure a robust dataset. Once sufficient data is acquired, we move 
on to feature selection, utilizing the Brouta algorithm to identify the most relevant attributes. This step helps reduce 
dimensionality and improve model performance by focusing on the most informative features for our prediction task. 

Following feature selection, we apply various machine learning algorithms to the prepared dataset, including LR[14], 
KNN [15], DT [16], SVM [17], RF [18], and XGB [19]. Each algorithm is used to create a predictive model. We then 
perform hyperparameter tuning to optimize the performance of each model, adjusting the parameters to find the 
configuration that yields the best results. The models are trained using the optimized parameters, and we implement 
an iterative process to refine their performance. If any errors or issues are detected during training, we return to the 
hyperparameter tuning stage for further optimization. This cycle continues until satisfactory performance is achieved 
across all models. Once the models are successfully trained, we evaluate their performance using a separate test dataset. 
We collect various metrics such as accuracy, precision, recall, and F1-score to comprehensively assess each model's 
effectiveness in predicting heart attacks. The final stage involves a thorough performance analysis of all the models, 
comparing their results across different metrics to identify the best-performing model for heart attack prediction. This 
systematic methodology ensures a rigorous and comprehensive evaluation of machine learning algorithms for 
cardiovascular risk assessment. By following this approach, we aim to develop more accurate and reliable tools for 
predicting heart attacks, potentially improving early detection and intervention strategies in clinical practice. 
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Figure 1 Proposed model flowchart with the working procedure 

3.1. Data Description 

This study utilizes a comprehensive dataset comprising 4,000 patient records, meticulously compiled from two primary 
sources. The majority of the data, consisting of 2,478 records, was manually collected from Dhaka Medical College 
Hospital, ensuring relevance to the local population. The remaining 1,522 records were sourced from open-source 
dataset repositories, particularly Kaggle, to enhance the diversity and robustness of our analysis. The dataset 
encompasses 15 distinct features, capturing a wide range of patient characteristics and medical indicators. Key 
demographic features include age and gender, while behavioral factors such as smoking status and average cigarette 
consumption per day are also recorded. Critical health indicators in the dataset comprise blood pressure medication 
usage, history of stroke, prevalence of hypertension, and diabetes status. Physiological measurements include total 
cholesterol levels, Body Mass Index (BMI), systolic and diastolic blood pressure, heart rate, and blood glucose levels. 
Notably, the dataset includes a target variable, 'TenYearCHD', which indicates the individual's 10-year risk of developing 
coronary heart disease. This comprehensive array of features allows for a nuanced analysis of factors contributing to 
heart attack risk, enabling our machine learning models to capture complex interactions and patterns within the data. 

Table 2 shows the feature description of our dataset. It includes features ‘age’, representing the age of an individual in 
the format of year whose data is collected. The ‘male’ feature indicates gender, categorized as Male or Female. The 
‘currentSmoker’ feature denotes that the person is taking cigarettes currently or not. The ‘cigsPerDay’ feature refers to 
the number of cigarettes is taking by the person. The ‘BPMeds’ feature represents that the person is taking blood 
pressure medication or not. The ‘prevalentStroke’ feature indicates that the person has suffered by the stroke in the 
past or not. The ‘prevalentHyp’ feature represents that the person has hypertension or not. The ‘diabetes’ feature 
represents the person has diabetes or not. The ‘totChol’ feature denotes the level of cholesterol. The ‘BMI’ feature 
measures Body Mass Index. The ‘sysBP’ feature signifies the level of systolic blood pressure. The ‘diaBP’ feature captures 
the value of diastolic blood pressure. The ‘heartRate’ feature indicates the value of heart rate. The ‘gulocose’ feature 
represents the value of gulocose which is present in the blood. Lastly, the ‘TenYearCHD’ represents thepossibility of 
having heart disease in the next 10 year. 
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Table 2 Feature description of the dataset 

Features Name Description 

age Age of a person in the format of the year 

male Whether the person is a male or not (binary format) 

currentSmoker Whether the person is a chain smoker or not (binary format) 

cigsPerDay Cigarettes are taken by the person per day 

BPMeds Whether the person is taking blood pressure medication or not (binary format) 

prevalentStroke Whether the person has an experience of stroke (binary format) 

prevalentHyp Whether an individual is suffering from hypertension or not (binary format) 

diabetes An individual has diabetes or not (binary format) 

totChol The level of cholesterol 

BMI The value of Body Mass Index 

sysBP The value of systolic blood pressure 

diaBP An individual’s diastolic blood pressure 

heartRate The value of the heart rate in the continuous format 

gulocose The level of blood glucose of a person 

TenYearCHD The individual's 10-year risk of getting coronary heart disease 

Figure 2. shows the ratio graph between “has disease” and “no disease” on different dimensions based on the collected 
dataset. This graph shows the ratio between male and female people, smokers and non-smokers person; people who 
have diabetic and non-diabetic people. This graph also shows the ratio between people who are under medication and 
who are not on medication. Finally, this graph shows the ratio between hypertensive and normotensive persons. 

 

Figure 2 Data ratio based on people's current condition 
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3.2. Data Pre-Processing 

Data preprocessing is a critical step in our methodology, ensuring the quality and reliability of our analysis. We begin 
by addressing missing values and duplicates in the dataset. Null values are removed using the dropna() function, 
maintaining data integrity and enhancing overall analysis quality. To handle duplicate records, which can skew sample 
weights and increase training time, we employ the drop_duplicates() function from pandas [20]. This efficiently 
identifies and removes duplicate entries, ensuring each record is unique and contributes meaningfully to the analysis. 
Following this initial cleaning, we perform noise removal on the ECG signals, a crucial step for improving the accuracy 
of our heart attack prediction models. Fig. 3. shows the steps followed during this data pre-processing. 

 

Figure 3 Data pre-processing steps of this work 

3.3. Noise Removal 

In the pre-processing step of ECG signals, noise removal is a critical aspect that significantly impacts the performance 
of machine learning models. Electrocardiograms (ECGs) were collected and utilized in this study. To combat baseline 
wander, we employed high-pass filtering methods, such as using a moving average or a high-pass Butterworth filter. 
Secondly, powerline interference was eliminated by adopting notch filters to suppress the frequencies associated with 
the power grid. To counter electromyographic (EMG) noise, we utilized adaptive filters to identify and attenuate muscle-
related interference. Electrode motion artifacts were mitigated using wavelet denoising or template subtraction 
methods. These comprehensive noise removal strategies effectively enhanced the quality of ECG signals, enabling our 
machine-learning models to focus on extracting relevant diagnostic features for improved accuracy and performance. 

3.3.1. Removing Null and Duplicate Values 

Data cleaning is a crucial step in the data wrangling process. This work focuses on eliminating null values and duplicate 
records from the dataset to improve performance, accuracy, and reduce bias. Null values are removed using the 
dropna() function, which helps maintain data integrity and enhances the overall quality of the analysis. To address the 
issue of duplicate records, which can skew sample weights and increase training time, the drop_duplicates() function 
from pandas is employed. This function efficiently identifies and removes duplicate entries from the dataset, ensuring 
that each record is unique and contributes meaningfully to the analysis. By implementing these cleaning techniques, the 
dataset is refined and optimized for subsequent processing and modeling tasks. 

3.3.2. Feature Selection 

Feature selection is a crucial technique in data preprocessing that aims to identify and retain the most relevant 
attributes within a dataset while removing irrelevant ones. This process is instrumental in constructing a more efficient 
and accurate predictive model. By carefully selecting the best features, we can 
address several key challenges in machine learning. Feature selection helps mitigate the risk of overfitting, 
where a model becomes too closely tailored to the training data and fails to generalize well to new, unseen data. 
Additionally, it significantly reduces training time by focusing computational resources on the most informative 
attributes. Perhaps most importantly, effective feature selection can maintain or even improve model accuracy by 
eliminating noise and focusing on the most predictive variables. In this research, our feature selection 
procedure was specifically designed to optimize the dataset, streamlining it to include only the most impactful 
attributes. This approach allowed us to construct an improved predictive model that balances efficiency and accuracy. 
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3.3.3. Brouta Algorithm 

In our study, we employed the Brouta Algorithm for feature selection, a crucial step in optimizing our heart attack 
prediction model. This algorithm, known for its effectiveness in both regression and classification problems, operates 
by minimizing an objective function [21] 

𝑓(𝑥) = ∑ 𝑤𝑖

𝑛

𝑖=1

  ⋅ (𝑦ˆ𝑖 − 𝑦𝑖)2 + 𝜆 ⋅ ‖𝜃‖2 … … … … (1) 

where 𝑦ˆ𝑖  and 𝑦𝑖  are predicted and actual values respectively, 𝑤𝑖  are weights, and λ is a regularization parameter. The 
algorithm iteratively updates model parameters θ using the gradient descent rule: 

𝜃𝑡+1 = 𝜃𝑡 − 𝜂 ⋅ 𝛻𝜃𝑓(𝑥) … … … … . (2) 

where η is the learning rate and 𝛻𝜃𝑓(𝑥) is the gradient. This process continues until ∣∣∇θf(x)∣∣<ϵ, indicating convergence. 
The Brouta Algorithm's ability to consider multivariable relationships was crucial in exploring feature 
interdependencies in our dataset. It offered an enhanced version of random forest's variable selection technique, 
improving reliability and performance. By applying this algorithm, we identified the most significant features related to 
our outcome variable, mitigating overfitting risks and reducing model training time. This approach ensured our model 
maintained high accuracy while retaining only the most relevant attributes, resulting in more reliable predictions for 
heart attack risk. The Brouta Algorithm's sophisticated mathematical foundation, combined with its practical benefits 
in feature selection, significantly contributed to the efficiency and accuracy of our analysis, providing robust insights for 
our research in cardiovascular health prediction. 

Algorithm 1: Pseudocode of the Brouta Algorithm 

function BroutaAlgorithm(data, outcome_variable): 

 selected_features ← ∅ 

 current_score ← 0 

 while not stopping_criteria_met(): 

 for each feature in data.features: 

  if feature ∉ selected_features: 

  candidate_features ← selected_features ∪ {feature} 

  model ← train_model(data[candidate_features], outcome_variable) 

  score ← evaluate_model(model, data[candidate_features], outcome_variable) 

  if score > current_score: 

   selected_features ← candidate_features 

   current_score ← score 

 return selected_features 

3.3.4. Data Balancing 

A fundamental principle in machine learning is the importance of working with balanced datasets, or those as close to 
balance as possible. This approach ensures that each class receives equal consideration during model training. When 
machine learning algorithms are applied to imbalanced datasets, there's a significant risk of the minority class being 
overlooked or underrepresented in the model's predictions. To address this issue, this research employs the Synthetic 
Minority Over-sampling Technique (SMOTE). SMOTE is an effective method for balancing datasets by generating 
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synthetic samples for the minority class. It operates by interpolating between closely situated positive instances, 
creating new, synthetic data points that augment the underrepresented class. This technique not only helps in achieving 
a more balanced dataset but also contributes to reducing overfitting problems. By providing a more equitable 
representation of all classes, SMOTE enables the development of more robust and generalizable models, enhancing 
overall predictive performance across all classes. 

When we first implement our model, we observed a notable discrepancy between the training and testing outcomes, 
which was a crucial aspect to address for ensuring the reliability and generalizability of our model. Such a discrepancy 
may indicate the presence of overfitting, where the model performs exceptionally well on the training data but fails to 
perform as effectively on unseen or testing data. To address these issues and control the substantial discrepancy 
between training and testing outcomes, we employed several strategies. First and foremost, the feature selection 
technique using the Brouta algorithm helped us remove irrelevant features, reducing the risk of overfitting due to noisy 
data. 

3.4. Machine Learning Models 

 In the realm of medical science, machine learning has emerged as a pivotal tool, revolutionizing analysis, diagnosis, and 
prognosis. Its capacity to process extensive datasets and uncover intricate patterns renders it particularly valuable in 
cardiology, where timely detection and accurate prediction of cardiac events can be life-preserving. Our research 
harnesses this potential by employing a variety of machine learning algorithms to forecast heart attacks, with the aim 
of enhancing diagnostic precision and patient outcomes. Our study utilizes a diverse array of machine learning 
classifiers, each offering unique advantages: 

 Logistic Regression: This foundational algorithm excels in binary classification, making it well-suited for heart 
attack risk assessment [22]. 

 K-Nearest Neighbors (KNN): An instance-based learning approach that categorizes new data points based on 
their proximity to existing data, potentially capturing localized patterns in cardiovascular risk factors [23]. 

 Decision Tree: This model creates a tree-like structure of decisions based on feature thresholds, providing 
interpretable rules for evaluating heart attack risk [16]. 

 Support Vector Machine (SVM): Renowned for its efficacy in high-dimensional spaces, SVM can delineate 
complex boundaries between high-risk and low-risk individuals [5]. 

 Random Forest: An ensemble technique that amalgamates multiple decision trees, often yielding robust and 
accurate predictions while mitigating overfitting [4]. 

 XGBoost: A sophisticated implementation of gradient boosting, recognized for its superior performance and 
efficiency in handling structured data [24]. 

By implementing and comparing these diverse algorithms, our research seeks to identify the most accurate model for 
heart attack prediction. This comparative analysis not only aids in determining the most effective predictive tool but 
also provides insights into the strengths and limitations of each algorithm within the context of cardiovascular risk 
evaluation. 

The outcomes of this study have the potential to significantly advance the development of more precise and dependable 
heart attack prediction systems. Ultimately, this research aims to contribute to improved patient care and outcomes in 
the field of cardiology, leveraging the power of machine learning to enhance our ability to identify and mitigate cardiac 
risks. 

4. Result and analysis 

This study evaluated the performance of six distinct machine learning algorithms in predicting heart attacks. 
We carefully selected a diverse range of algorithms, encompassing both traditional and advanced techniques, to ensure 
a comprehensive assessment of predictive capabilities in this critical medical context. To rigorously evaluate each 
model's effectiveness, we employed four key performance metrics that are particularly relevant for classification tasks 
in healthcare: Accuracy, Precision, Recall, and F1-Score. Accuracy provides an overall measure of the model's 
correctness, while Precision indicates the reliability of positive predictions. Recall assesses the model's ability to 
identify all positive cases, which is crucial in medical diagnostics where missing a potential heart attack case could have 
severe consequences. The F1-Score offers a balanced measure of precision and recall, providing a single metric that 
captures both aspects of performance. This multi-faceted approach to evaluation allows for a nuanced understanding of 
each algorithm's strengths and limitations in the specific context of heart attack prediction. The comprehensive results 
of our analysis, detailing the performance of each algorithm across all four metrics, are presented in Table 3. This 
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detailed comparison enables a thorough examination of the relative merits of different machine learning approaches 
in addressing this vital healthcare challenge, potentially informing future developments in predictive cardiology. 

Table 3 Classification report of six models 

Algorithms Accuracy Precision Recall 𝑭𝟏 − Score 

LR 69% 0.67 0.66 0.63 

KNN 81% 0.80 0.83 0.75 

DT 78% 0.75 0.79 0.78 

SVM 70% 0.69 0.69 0.71 

RF 87% 0.86 0.85 0.87 

XGB 80% 0.79 0.81 0.79 

RF emerged as the top performer across all metrics. It achieved the highest accuracy at 87%, demonstrating its superior 
ability to correctly classify both positive and negative cases. The RF model also exhibited the highest precision (0.86), 
recall (0.85), and F1-score (0.87), indicating a well-balanced performance in terms of minimizing both false positives 
and false negatives. KNN showed the second-best performance with an accuracy of 81%. It demonstrated particularly 
strong recall (0.83), suggesting its effectiveness in identifying true positive cases. However, its lower F1-score (0.75) 
compared to its accuracy indicates some imbalance between precision and recall. XGB and DT algorithms showed 
comparable performance, with accuracies of 80% and 78% respectively. XGB had a slightly better balance between 
precision and recall, as reflected in its F1-score of 0.79 compared to DT's 0.78. SVM and LR algorithms demonstrated 
the lowest performance among the six algorithms tested. SVM achieved 70% accuracy with balanced precision and 
recall (both 0.69), while LR showed slightly lower performance with 69% accuracy and lower precision (0.67) and recall 
(0.66). 

 

Figure 4 Confusion matrix of all algorithms test result 

The superior performance of ensemble methods (RF and XGB) over single decision tree and linear models (LR and SVM) 
suggests that the relationship between the input features and heart attack risk is complex and nonlinear. The Random 
Forest algorithm's ability to handle this complexity, combined with its resistance to overfitting, likely contributed to its 
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top performance. These results underscore the potential of machine learning, particularly ensemble methods like 
Random Forest, in predicting heart attacks. The high accuracy and balanced performance of the RF model suggest its 
potential for clinical application in early heart attack risk assessment. However, the choice of algorithm in practice may 
depend on the specific requirements of the clinical setting, such as the need for model interpretability or computational 
efficiency. Figure 4 presents the confusion matrix of all algorithms implemented in this research. 

5. Discussion 

The comparative analysis of the six machine learning classifiers implemented in this study reveals several important 
insights into their performance for heart attack prediction using electrocardiogram results and other patient data. 
Random Forest (RF) algorithm remained the top performer, achieving an impressive 87% accuracy. 
The exceptional performance of this model can be attributed to its ensemble architecture, which integrates multiple 
decision-making components to create a robust and precise predictive system. This approach's strength lies in its 
ability to synthesize diverse perspectives, much like a panel of experts collaborating to reach a consensus. The model's 
capacity to navigate intricate relationships among various risk factors, coupled with its inherent resistance to 
overspecialization, likely played a crucial role in achieving such high accuracy in heart attack prediction. Furthermore, 
the model exhibited a well-balanced profile across key performance indicators. Its precision of 0.86 indicates a high 
rate of correctly identified positive cases, while the recall of 0.85 suggests a strong ability to detect a large proportion 
of actual heart attack risks. The F1-score of 0.87, which harmonizes precision and recall, underscores the model's 
overall effectiveness in balancing false positives and false negatives. This equilibrium is particularly crucial in medical 
diagnostics, where both missed cases and false alarms can have significant consequences. 

Notably, the K-Nearest Neighbors (KNN) algorithm showed significant improvement in the new results, achieving 81% 
accuracy and emerging as the second-best performer. This is a substantial increase from the previously reported 78%. 
KNN's strong performance, particularly its high recall (0.83), suggests its effectiveness in identifying potential heart 
attack cases, which is crucial in a medical screening context. The XGBoost (XGB) algorithm maintained its strong 
performance with 80% accuracy. XGB's gradient boosting approach, which iteratively improves upon weak learners, 
proved effective in capturing the nuances of the heart attack prediction task. The Decision Tree (DT) algorithm also 
showed competitive results, with an accuracy of 78%, demonstrating its ability to capture non-linear relationships in 
the data. The Support Vector Machine (SVM) and Logistic Regression (LR) models achieved lower accuracies of 70% 
and 69% respectively. While still providing valuable predictions, their relatively lower performance suggests that the 
relationships in the data may be too complex for these algorithms to fully capture, especially compared to ensemble 
methods like RF and XGB. 

It's worth noting that accuracy alone does not provide a complete picture of model performance. The precision, recall, 
and F1-scores offer additional insights. For instance, KNN's high recall (0.83) indicates its strength in identifying true 
positive cases, although its lower F1-score (0.75) suggests some trade-off between precision and recall.  

 

Figure 5 Comparative analysis of six classifiers based on test accuracy 
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It's worth noting that accuracy alone does not provide a complete picture of model performance. The precision, recall, 
and F1-scores reported in Table 3 offer additional insights. The RF model, for instance, not only achieved the highest 
accuracy but also demonstrated well-balanced precision (0.86), recall (0.85), and F1-score (0.87). This balance indicates 
that RF is effective at correctly identifying both positive and negative cases of heart attack risk, which is crucial in a 
medical context where both false positives and false negatives can have significant consequences. The superior 
performance of our approach can be attributed to several factors: 

 Feature Selection: The use of the Brouta algorithm for feature selection likely contributed to the improved 
performance. By identifying the most relevant features and eliminating noise, we provided the models with a 
more informative and streamlined dataset. 

 Data Preprocessing: Our comprehensive approach to data preprocessing, including noise removal from ECG 
signals and addressing class imbalance using SMOTE, likely enhanced the quality of the input data for the 
models. 

 Diverse Algorithm Selection: By implementing and comparing a range of algorithms, from simple linear models 
to complex ensemble methods, we were able to identify the most suitable approach for this specific prediction 
task. 

 Dataset Quality: The combination of manually collected data from Dhaka Medical College Hospital with open-
source data may have provided a rich and diverse dataset, allowing the models to learn from a wide range of 
cases. 

While our results are promising, it's important to acknowledge some limitations. The performance of machine learning 
models can vary depending on the specific characteristics of the dataset used. Therefore, further validation on diverse 
datasets from different populations would be beneficial to establish the generalizability of these results. Furthermore, 
while accuracy and other metrics provide valuable insights into model performance, the interpretability of the model 
predictions is crucial in a medical context. Future work could focus on developing methods to explain the predictions of 
the best-performing models, particularly for complex algorithms like Random Forest and XGBoost. Additionally, 
investigating the significant improvement in KNN's performance could provide valuable insights into feature 
importance and data characteristics. 

6. Conclusion 

This research has made significant strides in applying machine learning techniques for early-stage heart attack 
prediction, a critical area given the global prevalence of cardiovascular diseases. Leveraging data from Dhaka Medical 
College Hospital and implementing six distinct machine learning algorithms, our study yielded promising results that 
could revolutionize early detection strategies. The cornerstone of our methodology was a meticulous pre-processing 
approach, encompassing noise removal, elimination of null and duplicate values, feature selection, and scaling. These 
techniques significantly enhanced our dataset quality, contributing to the overall accuracy of our findings. Among the 
six algorithms applied, the Random Forest algorithm emerged as the top performer, achieving an impressive 87% 
accuracy. This result not only showcases Random Forest's potential in heart attack prediction but also underscores the 
importance of comparing multiple algorithms to identify the most effective approach. 

While our results are promising, we acknowledge that model accuracy is inherently tied to dataset characteristics, 
presenting both a limitation and an opportunity for future research. Looking ahead, we aim to explore more complex 
deep learning algorithms, potentially uncovering more nuanced patterns in heart attack prediction. We plan to 
implement our methods with a significantly larger dataset to enhance model robustness and generalizability across 
diverse populations. Additionally, we intend to develop a software model based on our findings, serving as a valuable 
tool for healthcare professionals in early heart attack risk assessment. Future work will also involve comparing 
advanced deep learning algorithms against traditional machine learning classifiers. By continuing to refine our 
approaches and expand our research, we strive to develop accurate, reliable tools for early heart attack prediction, 
potentially saving countless lives through timely intervention and prevention strategies. 
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