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Abstract

Presently in the world, the Igbo language is one of the less-resourced languages because there are not many developed
and easy-to-find digital resources for it. Digital resources such as Igbo text corpora, Igbo electronic dictionaries, Igbo
morphological analyzers, and Igbo thesauri, which can analyze Igbo text documents, are very limited. This work aims to
design and develop an automated Igbo text analyzer using Natural Language Processing (NLP) tools. The development
of this web-based Igbo text analyzer involves the analysis of the lexical and grammatical characteristics of the Igbo
language that aided the identification of the basic principles governing word change (inflection) in the Igbo language.
The object-oriented hypermedia design methodology (OOHDM) was applied to segment the work into stages of
conceptual design, navigational design, abstract interface design, and implementation. The system was implemented
using React]S for the frontend and the Python Flask framework for the backend. Furthermore, SQLite and SQLiteStudio
were used as the database and database management tools for the system. The Natural Language Toolkit (NLTK) was
used for text document analysis to enable users to observe the frequency and statistical analysis of the Igbo text
document, as well as the Part of Speech (POS) tags associated with the words of the language. The development of this
Igbo text analyzer (IgboNLP web application) is a great step towards achieving the objectives of Basic Language
Resources Kits (BLARK) for the language.

Keywords: Natural Language Processing (NLP); Igbo Language; Text Analyzer.

1. Introduction

As a fundamental element of human communication, language embodies a wide scope of spoken dialects in the world.
It comprises a system of symbols used by humans to communicate or express ideas and thoughts with one another
(Abu-Rabia, 2012). Based on regions and tribes, there are numerous languages spoken globally, and as such, the Igbo
language is among them. Igbo Language is one of the three major languages in Nigeria, alongside Hausa and Yoruba
languages. It belongs to the Benue-Congo group of the Niger-Congo family with over 25 million speakers in Nigeria, and
it is significantly acknowledged because of its rich linguistic structure, historical significance, and cultural heritage
(Eberhard et al.,, 2019).

Like any other language in existence, the Ighbo language contains tones and vowel harmony characteristics. There are
about thirty dialects in the Igbo language, with each having a peculiar contrastive pitch. Though the dialectal variations
of the dialects are usually lexical, phonological, and syntactic, Emenanjo (1978) stated that the dialectal variety was not
based on any particular place but rather, as a result of choosing the finest styles or ideas of the Igbo language from a
range of available options, thus, the Owerri and Umuahia dialects spoken by indigenes of the two eastern states of Imo
and Abia states in Nigeria became the Igbo language standard dialect (UCLA, 2014).
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In order to maximize the impact and reach of the Igbo language in the global world, a need to improve the language
speed analysis and translation became of utmost importance. Sequel to this, artificial intelligence (AI) has aided in the
construction of resources and tools that improved the investigation and understanding of natural languages in our
present age of digital information and technological advancements. It is the science and engineering of making
intelligent machines. Over the years, it has contributed to numerous significant progress in the various aspects of life in
our society. Its branches include machine learning, expert systems, computer vision, cognitive computing, natural
language processing, neural networks, robotics, and deep learning. Presently, the fields of NLP and computational
linguistics is increasingly explored as the best methods for representing and analyzing human languages and developing
resources and tools for low-resource languages (Khurana et al., 2022).

NLP is a disc approach that focuses on enabling computers to understand, interpret, and generate human language in a
way that is similar to how humans communicate with each other (Khurana et al., 2022). It has spread its applications in
various fields such as automatic summarization, sentiment analysis and opinion mining, coreference resolution,
discourse analysis, machine translation, morphological segmentation, named entity recognition, optical character
recognition, part of speech tagging, low-resource NLP, etc. (Khurana et al., 2022).

In order to improve the function of understanding and generating language text, NLP is classified into two parts as
follows: Natural language understanding (NLU) and Natural language generation (NLG) (Khurana et al, 2022). To
understand human language, NLU algorithms are applied at the different linguistic levels, which include phonology
(arrangement of sounds), morphology (word formation), syntax (language sentence structure), semantic syntax, and
pragmatics (understanding). On the other hand, NLG is geared towards producing phrases, sentences, and paragraphs
that are meaningful from an internal perspective.

In the area of Igbo NLP, has been done in the development of Igbo language resources and tools. Significant progress
has been made recently; such efforts are works done in Igbo-part-of-speech tagging (Onyenwe et al.,, 2019), Igbo
diacritic restoration (Ezeani et al.,, 2016), Igbo embedding-based analogy and similarity (Ezeani et al., 2018), Igbo
machine translation (Ezeani et al., 2020), Igbo text summarization (Mbonu et al, 2022), and Igbo name entity
recognition (Chukwuneke et al., 2022). However, there is still a lot to be done in building a robust digital resource for
the Igbo language, which is why this research is important.

This paper presents an automated web-based Igbo text analyzer. This work is part of ongoing research to create a robust
Igbo text analyzing system that will perform Igbo text statistical and readability analysis, POS tagging, Igbo text morph
analysis and sentence summarization.

1.1. Igbo language

The Igbo language official orthography is known as Onwu orthography. It was adopted and standardized by the Onwu
Committee in 1961. Uchechukwu (2008) showed that in the 1500s, before the Onwu Committee, the Igbo tribe had a
writing system called Nsibidi that was based on ideograms utilized by some secret cults, like the Ekpe and Okonko, for
secret communications. The Onwu standard orthography of Igbo is made up of 36 graphemes, which are the twenty-
eight (28) consonants: b, gb, ch, d, f, g, gh, gw, h, j, k, kw, kp, |, m, n, nw, ny, n, i, p, 1, s, sh, t, v, w, y, z, and the eight (8)
vowels that are divided into two harmony groups based on Advanced Tongue Root (ATR) as i, y, a, 0 (-ATR) and i, u, €,
o (+ATR). Amongst the consonants are nine (9) digraphs: ch, gb, gh, gw, kp, kw, nw, ny, sh (Onwu Committee, 1961;
Onyenwe 2017). The vowels of the two harmony groups are combined according to vowel harmony to form Igbo words
(Onwu Committee, 1961; Emenanjo, 1978). For example, -ATR will have imi ‘nose’, ulo ‘house’, anya ‘eye’, gbara ‘blood’,
and +ATR will have igba ‘drum’, uwe ‘clothe’, ego ‘money’, oyi ‘cold’.

The Igbo language is written using two-tone marking methods: the level tone and the level/gliding tone mark. Only
contrastive tones are marked in the first system (Nwachukwu, 1987), while in the second system, all low tones are
marked, leaving all high tones (Emenanjo, 1978). Also, using the second marking system, at the lexical level, the word
‘egbe’ when written without tone marks could mean gun or kite. These equivalents can be properly distinguished when
tone marks are included as follows: égbe for gun and égbe for kite.

2. Related works

Yao-Ting et al. (2015) developed a tool for the automated analysis of simplified and traditional Chinese texts called the
Chinese Readability Index Explorer (CRIE). It has four subsystems and 82 multilevel linguistic features. The main tasks
of CRIE were segmentation, syntactic parsing, and feature extraction. The integration of linguistic features with machine
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learning models enabled the system to level and diagnose information for texts in language arts, texts for learning
Chinese as a foreign language, and texts with domain knowledge.

Mikhail (2015) worked on a morphological analyzer and generator for Russian and Ukrainian languages called
Pymorphy2. The system uses large, efficiently encoded lexicons built from Open Corpora and Language Tool data.
Pymorphy2 provides state-of-the-art morphological analysis quality. The analyzer was implemented in the Python
programming language with optional C++ extensions. Distributing the package under a permissive open-source license
encouraged its use in both academic and commercial settings.

Itisree et al. (2015) designed a fully-fledged morphological analyzer (MA) tool for Oriya, which is an agglutinative
language. The system was developed using the paradigm approach. The paradigms were created for inflected forms
using an XML-based morphological dictionary from the Lttoolbox package. Presently, the dictionary contains 10,480
words.

Alexei et al. (2016) developed a morphosynthetic analyzer for the Tibetan language. The system creates a consistent
formal grammatical description of the Tibetan language, ranging from morphosyntax (syntactics of morphemes) to the
syntax of composite sentences and supra-phrasal entities. The syntactic annotation was created on the basis of a
morphologically tagged corpus of Tibetan texts.

Samarjeet et al. (2017) developed a successful morph analyzer for non-declinable adjectives in Nepali. They developed
the technique using a finite-state grammar approach, which can operate with a minimal number of linguistic resources.

Ekaterina et al. (2018) worked on an open source cross-platform morphological analysis library for the Russian
language. They designed the library to function in multi-threaded applications with minimal performance loss and to
incorporate additional data integrity controls into industrial high-load systems of any type. The system is very useful
for linguists and software developers working on morphological analysis or word generation.

Zhandos et al. (2020) analyzed a pipeline for automatic processing of texts written in Kazakh. The system offered pre-
processing tools such as text normalization and language identification.

Teodora et al. (2020) developed a syntax analyzer for the Serbian language. The system was based on context-free
grammar. Firstly, the system describes building a POS tagger for the Serbian language and then defines context-free
grammar for the Serbian language. The syntax analyzer was implemented using NLTK tools.

Darkhan et al. (2021) designed and developed a linguistic resource and pre-processing tool for the Kazakh language.
The system consisted of three automatic text pre-processing tools for the Kazakh language: word form generation, a
morphological analyzer, and a morphological disambiguation tool. The media corpus of the Kazakh language, which
comprised the texts with news content, served as the foundation for the system's construction. Other applications of
the system include automatic text analysis systems and the development of linguistic resources like thesaurus and
ontologies.

3. Research methodology

Object-Oriented Analysis and Design Methodology (0OADM) was adopted for easy implementation of the proposed
system. OOADM encourages the reuse of designs and components and gives users a better understanding of the
program. The separation of different system components made it possible for reusability and parallel development,
which significantly reduced the amount of time used in developing the system. Figure 1 shows the Data Flow Diagram
of the proposed system.
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Figure 1 Data Flow Diagram of the Igbo Text Analyzer

4. Materials and method

4.1. IgbTC
The proposed Igbo text analyzer adopted the first Igbo-tagged corpus (IgbTC) developed by Onyenwe (2017). The new

system adopted text analytics techniques as a feature to enhance the automatic analysis of Igbo text. The new system
architecture employs Representational State Transfer (REST), also known as REStful web services, and Uniform
Resource Protocol (URI) to respond to various document formats such as Extensible Markup Language (XML),
Hypertext Markup Language (HTML), JavaScript Object Notation (JSON), and other light-weight data interchange-
defined formats.

4.2, Natural Language Development Toolkit (NLTK)

NLTK and some other Python libraries were used to perform the analysis of the Igbo text that included word
tokenization, sentence tokenization, and lemmatization.

4.3. UML Diagram of the Igbo Text Analyzer

Three Uml diagrams were used to analyze the system functionality. They are the Use case, Class and Activity diagrams.

4.4. The Use Case diagram

This was used in the design stage to show the actors in the system and the role they play, as depicted on Figure 2.
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Figure 2 Use Case Diagram of the Igbo Text Analyzer

4.5. Class Diagram of the Igbo Text Analyzer

This shows the static behavior of the developed system. Figure 3 presented the static view of the application and
described the attributes and operations of the object classes.

User

Username: Type (String)
Useremail: Type (String)
DateCreated: Type (Date)

CreateUser()
UpdateUser()
DeleteUser()

Igbo Text

-subject : String
-doc_type (string)
-dateCreate: (String)

+paste()
+view()
+store()
+date()

Figure 3 Class Diagram of the Proposed System

4.6. Activity Diagram of the Igbo Text Analyzer

The activity diagram represents the flow from one activity to the other in the system as shown on Figure 4.
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Figure 4 Activity Diagram of the Proposed System

4.7. Sytem Flow Chart

The system flowchart illustrates the flow of data within the system and the decision-making process involved in
controlling events, as depicted on Figure 5.
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Figure 5 System Flow Chat
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5. Results and discussion

The sampled results of the developed system are depicted on Figures 6-9, which show the login page, registration page,
analysis input, and analysis output, respectively.

Login

Please enter the email address and password you used to register with lgbo Text Analyzer. If you hawen't registered yet, you can creats an
account for free by pressing Register. Cnoce you've crested your account You can sign up for 3 subscription plan at your ocwn convenience.

Ernasil

Emall & reauines

Password

Paaswnrd is respiinand

(Relcl |/ REGISTER

Figure 6 Login Page

Reqgister

Zreating an account with Text Inspecior s free, QNS you've created an aocount, you can sign up Tor a subscrioation to increass word limits
and unlock Teatures, We'll present subscriplicn oplons ance your accaunl bas been cieated, bl vou Gan change at ainy Time by accessing
wzar Profile.

HName

Ermail

Pazszword

Caonfirm Password

-

Figure 7 Registration Page

1042



World Journal of Advanced Research and Reviews, 2024, 23(03), 1036-1045

IGBO TEXT ANALYZER Analyse About Us Register My Account

Enter text?

Copy and paste, or tyoe text into the box below. Then click ANALYSE. You can also upload an Igbe language document to analyze.

kecy grive hoputara egwuregwn volevball nke Kenys? Kedu the mers ka Ve le Boldklub di ns Denmark jin cho ks nwekorita di na etiti ba na
Adebayor? Ma mbu nwa ada Rita Paulsen choro ibu omye oka iwu. Parirenyatea $pebirs megide iou dokita umuaka maka na ¢ dara bayclajina ©
Fari-eryatwa bu na Tichafa Samuel ou dokita ojii mby na Rhodesia, Camabell-Yourg rury ong di ka Biodiversity Consultant for Ecological Ltd
nge 0 owAgard na Australia r'afo 2007, Campbe!l-Young rung ong dika onve nkuzi ssgumakayiown na Mahadum Curtin ra Mahadum Monash.
Carnpbell-Young rung ory dika Betanical Research Officer | Biodiversity Cansultant na Mahadum Jehannesoung. Stacy Foundation na site na
Luy Project nye umu achochn na umu nwany) na-agabiga mmeto di jche iche ke, M'agbata afo 2013 na 2016, Camobell putara na jhe nkin in

| Choose File | Mo file chosen
UPLOAD TEXT ANALYSE S

Figure 8 Analysis Input

IGBO TEXT AMALYZER sanalyse Ahout Us Fiegister My Bocount
TOOLS Basic Statistical Analysis of the Igbo Text Entered
Gtatieticn Sumrimary
SRnlsica counl 17
Tagper Tokien count (ords) 282
Tyoe count [ Unigue words| =7
Input Sentences

+ Senbence . soda anya hopatara ageearege vollzvaal ke Kemez?

+ Sentenoe 2 Kecuike mee ka Vejle Ba'dkua di na Dermerk jri chg fsosi nesekarita dina =il ba ra Adeberyer?

+ Senbenoe A Ma b e aoa R Faclsen choea iou onyge cha fso.

+ Sentenced Farrenyals spebinn mecide b dokils urmaska mas re o dan beyelji s O Leve s,

= Senbence B Dwece ald de, gile na alo 2701 raa na alo 2008 tagy, Pairenlyatya agusia sk aked

= Sentenced e Koatzra e ) rye aha Yl oy Rhcokesia Parireryatiya oy re Tohata Samoe by dokjts ofli miy re Rhodess.

= Sentence T Camabell-vaung ryry gry of ka Siecverziby Consatant for Ecslocical L e ¢ keagara na Adstrala n'aho 2007,
= Santance B Campael -voung rgng ang dis onge rkuzi aagumskvykan na Banadum Curtin na Kaksdam konazh
= Santanca @ Damparl ¥oung ranan dis: Betatcsl Research Cificer | B odriers sy Sansultars na Makadam Jabarresbong

+ Sgntence 10 Stacy Foundation na site re Lo Praecs ngs umy aghacha aa amy reamsd ra-eganiga mmesp d iche icoe ke
+ Sentence 11 Rag
+ Senbenoe 12 Amcustanha putara nee miau va di ke orge rnochi 2 ma mmen Higeri merri Ethiopa.

afa 2013 ra 2016, Campbal puiara na he niriin

o mpha

ozi felivishon aro, na ik reiri zsaa.

+ Senbenoe 13 Phosca Mekess ba ange i ake rdi abassolleyball ung nevered Keega na 2020 Summen Ohmoics 2giara fs Togme.
+ Senbence 14 K
= Santence 16 Lorsa d "als asale’ mabe o qara Scacery of Cance ebe gy jsla egean n'oskgunu cige rkuzi ekl Tuimes
= Sentence 16 Ra Ebops ga-agbann mig “lkepyta a00000a adjd] nka aa, nka ga envae s aka puna mbs Cen eyermads
= Zantence1?  Eechlahem kowraputara na nod mba Jws 02g ra abu shka digs ndl smeghl aho ezl ekazuta um na ga

rialss siere e relagran mee ka ola mara o bu va bu oo n'as e kpee ocsu BTR S inleractve,

Figure 9 Analysis Output

6. Conclusion

The significance of this study cannot be overemphasized, particularly because it utilized several advanced technological
tools to address the shortcomings in the automatic analysis of Igbo language text. Though the study revealed a
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significant progress in the field of Igbo natural language processing, it still lacked in public visibility, stemming from the
researchers' failure to integrate their findings with contemporary technology. The development of an automatic web-
based Igbo text analyzer alleviated visibility challenges faced by the Igbo language NLP.
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