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Abstract 

Presently in the world, the Igbo language is one of the less-resourced languages because there are not many developed 
and easy-to-find digital resources for it. Digital resources such as Igbo text corpora, Igbo electronic dictionaries, Igbo 
morphological analyzers, and Igbo thesauri, which can analyze Igbo text documents, are very limited. This work aims to 
design and develop an automated Igbo text analyzer using Natural Language Processing (NLP) tools. The development 
of this web-based Igbo text analyzer involves the analysis of the lexical and grammatical characteristics of the Igbo 
language that aided the identification of the basic principles governing word change (inflection) in the Igbo language. 
The object-oriented hypermedia design methodology (OOHDM) was applied to segment the work into stages of 
conceptual design, navigational design, abstract interface design, and implementation. The system was implemented 
using ReactJS for the frontend and the Python Flask framework for the backend. Furthermore, SQLite and SQLiteStudio 
were used as the database and database management tools for the system. The Natural Language Toolkit (NLTK) was 
used for text document analysis to enable users to observe the frequency and statistical analysis of the Igbo text 
document, as well as the Part of Speech (POS) tags associated with the words of the language. The development of this 
Igbo text analyzer (IgboNLP web application) is a great step towards achieving the objectives of Basic Language 
Resources Kits (BLARK) for the language.  
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1. Introduction

As a fundamental element of human communication, language embodies a wide scope of spoken dialects in the world. 
It comprises a system of symbols used by humans to communicate or express ideas and thoughts with one another 
(Abu-Rabia, 2012). Based on regions and tribes, there are numerous languages spoken globally, and as such, the Igbo 
language is among them. Igbo Language is one of the three major languages in Nigeria, alongside Hausa and Yoruba 
languages. It belongs to the Benue-Congo group of the Niger-Congo family with over 25 million speakers in Nigeria, and 
it is significantly acknowledged because of its rich linguistic structure, historical significance, and cultural heritage 
(Eberhard et al., 2019). 

Like any other language in existence, the Igbo language contains tones and vowel harmony characteristics. There are 
about thirty dialects in the Igbo language, with each having a peculiar contrastive pitch. Though the dialectal variations 
of the dialects are usually lexical, phonological, and syntactic, Emenanjo (1978) stated that the dialectal variety was not 
based on any particular place but rather, as a result of choosing the finest styles or ideas of the Igbo language from a 
range of available options, thus, the Owerri and Umuahia dialects spoken by indigenes of the two eastern states of Imo 
and Abia states in Nigeria became the Igbo language standard dialect (UCLA, 2014).  

http://creativecommons.org/licenses/by/4.0/deed.en_US
https://wjarr.com/
https://doi.org/10.30574/wjarr.2024.23.3.2691
https://crossmark.crossref.org/dialog/?doi=10.30574/wjarr.2024.23.3.2691&domain=pdf


World Journal of Advanced Research and Reviews, 2024, 23(03), 1036–1045 

1037 

In order to maximize the impact and reach of the Igbo language in the global world, a need to improve the language 
speed analysis and translation became of utmost importance. Sequel to this, artificial intelligence (AI) has aided in the 
construction of resources and tools that improved the investigation and understanding of natural languages in our 
present age of digital information and technological advancements. It is the science and engineering of making 
intelligent machines. Over the years, it has contributed to numerous significant progress in the various aspects of life in 
our society. Its branches include machine learning, expert systems, computer vision, cognitive computing, natural 
language processing, neural networks, robotics, and deep learning. Presently, the fields of NLP and computational 
linguistics is increasingly explored as the best methods for representing and analyzing human languages and developing 
resources and tools for low-resource languages (Khurana et al., 2022). 

NLP is a disc approach that focuses on enabling computers to understand, interpret, and generate human language in a 
way that is similar to how humans communicate with each other (Khurana et al., 2022). It has spread its applications in 
various fields such as automatic summarization, sentiment analysis and opinion mining, coreference resolution, 
discourse analysis, machine translation, morphological segmentation, named entity recognition, optical character 
recognition, part of speech tagging, low-resource NLP, etc. (Khurana et al., 2022). 

In order to improve the function of understanding and generating language text, NLP is classified into two parts as 
follows: Natural language understanding (NLU) and Natural language generation (NLG) (Khurana et al., 2022). To 
understand human language, NLU algorithms are applied at the different linguistic levels, which include phonology 
(arrangement of sounds), morphology (word formation), syntax (language sentence structure), semantic syntax, and 
pragmatics (understanding). On the other hand, NLG is geared towards producing phrases, sentences, and paragraphs 
that are meaningful from an internal perspective. 

In the area of Igbo NLP,  has been done in the development of Igbo language resources and tools. Significant progress 
has been made recently; such efforts are works done in Igbo-part-of-speech tagging (Onyenwe et al., 2019), Igbo 
diacritic restoration (Ezeani et al., 2016), Igbo embedding-based analogy and similarity (Ezeani et al., 2018), Igbo 
machine translation (Ezeani et al., 2020), Igbo text summarization (Mbonu et al., 2022), and Igbo name entity 
recognition (Chukwuneke et al., 2022). However, there is still a lot to be done in building a robust digital resource for 
the Igbo language, which is why this research is important.  

This paper presents an automated web-based Igbo text analyzer. This work is part of ongoing research to create a robust 
Igbo text analyzing system that will perform Igbo text statistical and readability analysis, POS tagging, Igbo text morph 
analysis and sentence summarization. 

1.1. Igbo language 

The Igbo language official orthography is known as Ọnwụ orthography. It was adopted and standardized by the Ọnwụ 
Committee in 1961. Uchechukwu (2008) showed that in the 1500s, before the Ọnwụ Committee, the Igbo tribe had a 
writing system called Nsibidi that was based on ideograms utilized by some secret cults, like the Ekpe and Okonko, for 
secret communications. The Ọnwụ standard orthography of Igbo is made up of 36 graphemes, which are the twenty-
eight (28) consonants: b, gb, ch, d, f, g, gh, gw, h, j, k, kw, kp, l, m, n, nw, ny, n, n̄, p, r, s, sh, t, v, w, y, z, and the eight (8) 
vowels that are divided into two harmony groups based on Advanced Tongue Root (ATR) as ị, ụ, a, ọ (-ATR) and i, u, e, 
o (+ATR). Amongst the consonants are nine (9) digraphs: ch, gb, gh, gw, kp, kw, nw, ny, sh (Ọnwụ Committee, 1961; 
Onyenwe 2017). The vowels of the two harmony groups are combined according to vowel harmony to form Igbo words 
(Ọnwụ  Committee, 1961; Emenanjo, 1978). For example, -ATR will have ịmi ‘nose’, ụlọ ‘house’, anya ‘eye’, ọbara ‘blood’, 
and +ATR will have igba ‘drum’, uwe ‘clothe’, ego ‘money’, oyi ‘cold’.   

The Igbo language is written using two-tone marking methods: the level tone and the level/gliding tone mark. Only 
contrastive tones are marked in the first system (Nwachukwu, 1987), while in the second system, all low tones are 
marked, leaving all high tones (Emenanjo, 1978). Also, using the second marking system, at the lexical level, the word 
‘egbe’ when written without tone marks could mean gun or kite. These equivalents can be properly distinguished when 
tone marks are included as follows: égbè for gun and ègbe for kite. 

2. Related works  

Yao-Ting et al. (2015) developed a tool for the automated analysis of simplified and traditional Chinese texts called the 
Chinese Readability Index Explorer (CRIE). It has four subsystems and 82 multilevel linguistic features. The main tasks 
of CRIE were segmentation, syntactic parsing, and feature extraction. The integration of linguistic features with machine 
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learning models enabled the system to level and diagnose information for texts in language arts, texts for learning 
Chinese as a foreign language, and texts with domain knowledge. 

Mikhail (2015) worked on a morphological analyzer and generator for Russian and Ukrainian languages called 
Pymorphy2. The system uses large, efficiently encoded lexicons built from Open Corpora and Language Tool data. 
Pymorphy2 provides state-of-the-art morphological analysis quality. The analyzer was implemented in the Python 
programming language with optional C++ extensions. Distributing the package under a permissive open-source license 
encouraged its use in both academic and commercial settings. 

Itisree et al. (2015) designed a fully-fledged morphological analyzer (MA) tool for Oriya, which is an agglutinative 
language. The system was developed using the paradigm approach. The paradigms were created for inflected forms 
using an XML-based morphological dictionary from the Lttoolbox package. Presently, the dictionary contains 10,480 
words. 

Alexei et al. (2016) developed a morphosynthetic analyzer for the Tibetan language. The system creates a consistent 
formal grammatical description of the Tibetan language, ranging from morphosyntax (syntactics of morphemes) to the 
syntax of composite sentences and supra-phrasal entities. The syntactic annotation was created on the basis of a 
morphologically tagged corpus of Tibetan texts. 

Samarjeet et al. (2017) developed a successful morph analyzer for non-declinable adjectives in Nepali. They developed 
the technique using a finite-state grammar approach, which can operate with a minimal number of linguistic resources. 

Ekaterina et al. (2018) worked on an open source cross-platform morphological analysis library for the Russian 
language. They designed the library to function in multi-threaded applications with minimal performance loss and to 
incorporate additional data integrity controls into industrial high-load systems of any type. The system is very useful 
for linguists and software developers working on morphological analysis or word generation. 

Zhandos et al. (2020) analyzed a pipeline for automatic processing of texts written in Kazakh. The system offered pre-
processing tools such as text normalization and language identification.  

Teodora et al. (2020) developed a syntax analyzer for the Serbian language. The system was based on context-free 
grammar. Firstly, the system describes building a POS tagger for the Serbian language and then defines context-free 
grammar for the Serbian language. The syntax analyzer was implemented using NLTK tools. 

Darkhan et al. (2021) designed and developed a linguistic resource and pre-processing tool for the Kazakh language. 
The system consisted of three automatic text pre-processing tools for the Kazakh language: word form generation, a 
morphological analyzer, and a morphological disambiguation tool. The media corpus of the Kazakh language, which 
comprised the texts with news content, served as the foundation for the system's construction. Other applications of 
the system include automatic text analysis systems and the development of linguistic resources like thesaurus and 
ontologies. 

3. Research methodology 

Object-Oriented Analysis and Design Methodology (OOADM) was adopted for easy implementation of the proposed 
system. OOADM encourages the reuse of designs and components and gives users a better understanding of the 
program. The separation of different system components made it possible for reusability and parallel development, 
which significantly reduced the amount of time used in developing the system. Figure 1 shows the Data Flow Diagram 
of the proposed system. 
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Figure 1 Data Flow Diagram of the Igbo Text Analyzer 

4. Materials and method 

4.1. IgbTC  

The proposed Igbo text analyzer adopted the first Igbo-tagged corpus (IgbTC) developed by Onyenwe (2017). The new 
system adopted text analytics techniques as a feature to enhance the automatic analysis of Igbo text. The new system 
architecture employs Representational State Transfer (REST), also known as REStful web services, and Uniform 
Resource Protocol (URI) to respond to various document formats such as Extensible Markup Language (XML), 
Hypertext Markup Language (HTML), JavaScript Object Notation (JSON), and other light-weight data interchange-
defined formats. 

4.2. Natural Language Development Toolkit (NLTK) 

NLTK and some other Python libraries were used to perform the analysis of the Igbo text that included word 
tokenization, sentence tokenization, and lemmatization. 

4.3. UML Diagram of the Igbo Text Analyzer 

Three Uml diagrams were used to analyze the system functionality. They are the Use case, Class and Activity diagrams. 

4.4. The Use Case diagram 

This was used in the design stage to show the actors in the system and the role they play, as depicted on Figure 2.  
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Figure 2 Use Case Diagram of the Igbo Text Analyzer 

4.5. Class Diagram of the Igbo Text Analyzer 

This shows the static behavior of the developed system. Figure 3 presented the static view of the application and 
described the attributes and operations of the object classes.  

 

Figure 3 Class Diagram of the Proposed System 

4.6. Activity Diagram of the Igbo Text Analyzer 

The activity diagram represents the flow from one activity to the other in the system as shown on Figure 4.  
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Figure 4 Activity Diagram of the Proposed System 

4.7. Sytem Flow Chart  

The system flowchart illustrates the flow of data within the system and the decision-making process involved in 
controlling events, as depicted on Figure 5. 

 

Figure 5 System Flow Chat 
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5.  Results and discussion 

The sampled results of the developed system are depicted on Figures 6-9, which show the login page, registration page, 
analysis input, and analysis output, respectively. 

 

Figure 6 Login Page 

 

 

Figure 7 Registration Page 
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Figure 8 Analysis Input  

 

 

Figure 9 Analysis Output 

6. Conclusion 

The significance of this study cannot be overemphasized, particularly because it utilized several advanced technological 
tools to address the shortcomings in the automatic analysis of Igbo language text. Though the study revealed a 
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significant progress in the field of Igbo natural language processing, it still lacked in public visibility, stemming from the 
researchers' failure to integrate their findings with contemporary technology. The development of an automatic web-
based Igbo text analyzer alleviated visibility challenges faced by the Igbo language NLP.  
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