Air quality index prediction for Gorakhpur city using k-nearest neighbors: Model evaluation and analysis
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Abstract

Emissions have increased and city air quality requirements have decreased due to rapid urbanization. Living in a city is negatively impacted by the increasing levels of toxins in the air. In these cities, the ambient air quality is measured and reported by the CAAQMS based there. This work delves deeper into applying models based on machine learning for AQI prediction. Gorakhpur City, Uttar Pradesh, India's CPCB provided the source data for this study. NO$\text{}_2$, SO$\text{}_2$, and particle matter (PM$\text{}_{10}$ and PM$\text{}_{2.5}$) were the primary AQI pollutant measurements. This study examines the effects of Gorakhpur City’s AQI on health using the K-Nearest Neighbors (KNN) method. The model finds patterns and relationships between emissions and respiratory ailments by combining temporal and spatial data on traffic density, pollutant concentrations, and climatic conditions. Recognized for its simplicity and efficacy, the KNN model forecasts possible health hazards and classes areas with high pollution levels. The results provide useful information about the KNN model that it can develop a robust model as it generates lower evaluation metrics and higher coefficient of determination, so they may put specific pollution reduction and public health protection policies into action. The model shows higher accuracy with an R$^2$ value of 0.985. which indicates the model’s capability to recognize the larger variance in the dataset. With its machine learning tool, we can develop a robust model to forecast AQI even with a small dataset.
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1. Introduction

Long-term effects of climate change on air temperatures and weather patterns may result from natural or man-made processes. The burning of fossil fuels like coal and gas, industrial development, and transportation are some of the main industries that cause air pollution. Emissions of greenhouse gases lead to global warming, which in turn leads to climate change (1).

Developing countries like India have to contend with a wide range of problems related to air pollution and its negative impacts on the environment and public health. The primary resource that allows life on Earth to exist is air. Air is an essential element of life on Earth and must be available for survival. Air quality has declined as a result of population growth, manufacturing, the combustion of fossil fuels, subpar farming methods, and automobile emissions. Particulate matter 2.5 and 10 (PM$\text{}_{2.5}$ and PM$\text{}_{10}$), carbon dioxide (CO$\text{}_2$), sulfur dioxide (SO$\text{}_2$), nitrogen oxide (NOx), nitrogen dioxide (NO$\text{}_2$), ammonia, which benzene, volatile organic compounds (VOCs), carbon monoxide (CO), and ozone are some of the air pollutants that are most frequently released from these activities (2).

Air pollution is caused by these contaminants, which are released directly from the previously indicated source. Particulate matter and gaseous pollutants are the two main categories of air pollutants. The amount and size of the
pollutants are determined by meteorological variables such as temperature, solar radiation, wind direction, relative humidity, wind speed, and severity of the rainfall. The air quality index (AQI) of a city or region is determined using these air pollutants. In addition to causing air pollution, these pollutants also contribute to the depletion of the ozone layer, global warming, an increase in the average earth temperature, climate change, and acid rain (3).

Pollution of the air is likely the most genuine natural problem that is resisting modern solutions. It is typically the outcome of human activities like mining, transportation, development, and modern work. The introduction of contaminants, such as poisons that threaten human health, into the atmosphere is recognized as air pollution. Affecting the general environment and health. Approximately seven million individuals die from air pollution, according to WHO estimates every year, all throughout the world (4).

Nine out of ten people now exceed the WHO’s pollution guidelines, and the majority of them inhabit in nations with middle or low incomes. However, natural activities can also contribute to air pollution, such as wildfires and volcanic eruptions. Both gaseous and solid forms of air pollution are bad for the ecosystem (as airborne spreading particle matter). Air pollution’s short-term health effects are just as dangerous as its long-term ones. The long-term impact of air pollution on health. Lung cancer, liver damage, and kidney damage are long-term negative consequences (5). Problems with breathing, brain damage, and damage. Among the short-term, transient side effects are nose inflammation, skin, eyes, and throat. Some examples of air pollutants are:

- Carbon monoxide is released when fossil fuels, diesel, and petrol are burned. Vehicles release this gas, which cannot be seen or detected. It hurts the human lungs, making breathing more challenging.

- When fossil fuels are burned, toxic air pollution is released. These are the most common causes of congenital abnormalities and cancers. Ozone, a poison, is surrounded by unstable natural chemicals when exposed to sunlight. Breathing issues, asthma, and reduced lung function are the outcomes (6).

- Nitrogen dioxide and wood are two pollutants that are produced when fuels like petrol are burned in industrial boilers. These pollutants have been related to pulmonary disorders. This sulfur and oxygen-based gaseous air pollution is known as sulfur dioxide (7).

In their study, the authors provide a data analysis engine using open-source technologies and business intelligence. The air pollution study incorporates additional data sources, such as traffic and metrological information, to provide a more complete view of the issue. This data is gathered in smart city sensor networks. The combined data set is regularly assessed to create educational dashboards applying a selection of pertinent KPIs, or performance indicators. Applying publicly available data as an example on air pollution in a major station’s urban area use case, the suggested method will be demonstrated in a real-world smart city setting. Thus, this essay aids in becoming aware of the methods for gathering information for the suggested metropolitan city model. It also discusses how and where to collect the data (8).

Delhi is among the Indian cities that are among the most polluted in the world. The serious issues Delhi is currently facing due to high air pollution are not new. Government agencies use data on air quality to inform the public about the present and projected levels of air pollution. As a result, the prediction for air quality is a significant and effective methodology that aids in the analysis and forecasting of air quality. In the project Initially, raw data is collected from a specific city (Bangalore), and then data preparation is used methods for handling data. The sci-kit learn module is used in the following step to partition the data and test the data. When an unknown input is presented, the machine learning model is designed to be able to generalize the observed data using the training data, roughly predicting the output. Using training and testing data, the accuracy method is utilized to analyze the classifiers and, once scored, determine which classifier is the best (9).

Our objective in this effort was to create an enhanced system that could surpass all current systems in use. Throughout this process, we have examined numerous studies and come across a wide range of findings from the systems that are now in use. We have gone through a range of papers and research theses, analyzed the findings of other researchers, and implemented several tactics based on their studies and conclusions. The goal of the last few years air quality research has been to develop the best possible technique for air quality prediction (10).

Through this effort, a better system was developed that could outperform all other systems in terms of performance. Many discoveries about the current systems were made during this procedure. Numerous journals and research theses were examined in order to examine the findings of different researchers, who then used their findings to adopt a variety of strategies. For the past few years, research on air quality has been conducted to create an ideal method for predicting
Numerous articles have been written outlining the necessity of air quality prediction in addition to the steps involved in making various system modifications to increase accuracy compared to earlier systems (11).

Numerous academics have presented a variety of strategies for using air quality prediction to overcome a range of obstacles. The papers that served as the foundation for the construction of our thesis are reviewed and validated by our study. By citing numerous theses and publications that have been suggested by different studies, the review clarifies how learning is done in this situation (9).

The author conducted research for the work in Beijing and Italy, two different cities. He predicted Beijing's AQI and the amounts of NOx in Italian cities using two publicly accessible statistics. On both points, he was correct. The fundamental dataset, which includes hourly averages for AQI, PM$_{2.5}$, O$_3$, SO$_2$, PM$_{10}$, and Beijing NO$_2$, spans 1738 occurrences from December 2013 to August 2018. It was contributed by the Beijing Municipal Environmental Centre. Between March 2004 and February 2005, Italian municipalities were visited to collect the second batch of 9358 cases. This dataset contains amounts of NOx, NO$_2$, benzene, and non-methane volatiles. Since NOx prediction is one of the most important indicators of air quality, we focused only on it (12).

CPCB, India, kindly supplied data on air pollution for Gorakhpur City, Uttar Pradesh, India, for this study. The dataset was gathered between July 2021 and December 2023. To estimate the AQI, we create machine learning models called K-Nearest Neighbors (KNN). In the comparison study, evaluation metrics such as R$^2$, RMSE, MAE, and MSE were compared to assess how well the machine learning model performed. One of the most widely used machine learning models is the KNN model because of its excellent prediction accuracy (2).

2. Material and methods

2.1. Study area

The selected location for the study is the city of Gorakhpur. It is situated in the state of Uttar Pradesh, India, on the bank of the Rapti River. From a geographic perspective, Gorakhpur is situated about approximately 26.76°N and 83.37°E. The research region has a specific landscape and encompasses an urban area of approximately 3483.8 sq. km. The city has become especially vulnerable to air pollution because of its high population, and the rapid industrial and development of the area only make things worse. Vehicle emissions, burning of agricultural waste, and other sources that lead to abnormally high concentrations of PM$_{10}$, PM$_{2.5}$, SO$_2$, and NO$_2$, are the main causes of air pollution in the city. Located at the MMMUT, Deoria Road, Singhariya, Kunraghat, Gorakhpur, is the CPCB monitoring station (13).

2.2. Methodology

The data collection process for Gorakhpur city is now complete. Stage one in the data preprocessing technique was an exhaustive review of the dataset to ensure that no null values existed. Following feature selection, exploratory data analysis was performed to assess the relationship between the features. After that, the dataset was split into training
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and testing datasets, with 20% of the dataset used for testing and the remaining 80% being used to train the model. This process involves choosing a model, hyperparameter modifying, model training, and cross-validation. A model was applied to the test dataset to produce predictions after being trained on the training dataset (14).

2.3. Pre-Processing of Data
A K-Nearest Neighbor (KNN) model has been utilized in the application of predictive analysis. The dataset underwent pre-processing to fix any null or missing values. The training datasets, X and Y trains, were used to generate and train instances of the scikit-learn Linear Regression class. Cross-validation was used to evaluate the model’s performance. For visual purposes, the distribution and scatter plots of the actual value against the expected value were made. Data preprocessing is the process of converting unprocessed data into a format that machine learning algorithms may use to learn from or forecast results. The search for missing values is the data processing method applied in this research (15). Obtaining all the data points for each record in a dataset is challenging. Fill in the values in any empty cells that may exist. The dataset used for the study contained no missing values. The most crucial need for efficient data visualisation and machine learning model building is ensuring data quality. To increase processing speed and the generalisability of machine learning algorithms, data preparation is necessary to minimize noise in the data.

2.4. Fitting the model
Fitting is the process of adjusting a model’s parameters to increase its accuracy. An algorithm is run on data for which the target variable is known to build a machine-learning model. A model’s accuracy needs to be evaluated by contrasting it with actual, observed values of the target variable. Model fitting is the process by which a machine learning model can generalise data that it was trained on. A well-fitting model is one that accurately forecasts the outcome with unknown inputs.

2.5. Air quality index
The issue has been evaluated using the Air Quality Index (AQI). According to standards set forth by the CPCB, India, the average AQI score falls between 0 and 500. The highest possible index value denotes acute air pollutants, which have detrimental impacts on both human health and ecology. Similarly, the purest air is indicated by the lowest AQI index number. The lowest AQI readings indicate the concentration of various air pollutants in the atmosphere within the allowed limits for each pollutant. The average 24-hour period was used to collect Together with AQI readings, CPCB provides information on each pollutant’s health impact. Values of AQI 0–50 indicate the least influence on health, 51–100 may result in minor respiratory issues in vulnerable individuals. For people who have respiratory issues or lung diseases, 101–200 could be difficult. In patients with cardiac conditions, brief exposure to 201-300 may cause pain. Extended exposure has been linked to respiratory illnesses (301–400) (17). Those with pre-existing heart or lung conditions may experience a more pronounced impact. Patients with lung and cardiovascular diseases may experience substantial adverse effects from the extreme level of AQI (401–500), even in healthy persons the air quality data for this investigation (18).

2.6. AQI prediction using machine learning technique
Although deep learning models have proven useful in many applications, classical machine learning models might be more appropriate and simpler to understand for a relatively small dataset, such as the AQI dataset utilized in this study. The training of the model was done with the best settings and scores were reported, along with the fit () procedure. Lastly, we assessed the model’s effectiveness using the test set. To guarantee the for the model’s robustness, we employed 5-fold cross-validation, which calculated for every fold, the mean, MAE, MSE, RMSE, and R^2 scores were reported, and each metric’s standard deviation over all folds. When a model possesses a lower MAE and MSE score and a higher R^2 score, it is typically thought to be operating more effectively.

2.7. Exploratory data analysis (EDA)
One of the most important steps in creating a K-Nearest Neighbors (KNN) model is exploratory data analysis. It entails analyzing the dataset to determine its primary attributes before utilizing any machine learning methods. To obtain an understanding of the data’s central tendency and variability, we begin the EDA process by summarising the data using descriptive statistics like mean, median, mode, and standard deviation. To find trends, correlations, and possible outliers, visualisation tools including scatter plots, box plots, and histograms are used. Understanding the data distribution and the relationships between variables is made easier with the aid of these visual aids, which is essential for distance-based algorithms such as KNN.
Another important component of EDA is correlation analysis, which looks at the direction and strength of correlations between variables. Due to the possibility of redundant information provided by strongly correlated features, this aids in the selection of the most pertinent characteristics for the KNN model. EDA also aids in the detection and management of categorical variables and missing values, guaranteeing that the data is clear and appropriate for modelling. To guarantee that every feature contributes equally to the distance computations in KNN, normalization or scaling of features is frequently carried out during EDA. All things considered, EDA offers a thorough comprehension of the dataset, guaranteeing that the KNN algorithm’s application, later on, is founded on organized and perceptive facts, producing predictions that are more accurate and trustworthy.

3. Result

In this study, our regression objective was the Air quality index (AQI) for Gorakhpur City. For this research objective, we have employed K-Nearest Neighbor (KNN) for Air quality prediction. The dataset used in this study was collected from CPCB. The dataset for evaluation purposes is split into two, one for training the model and second for the testing the model. The whole dataset is divided into a ratio of 80:20 means 80% of the data is used for training the model and the rest 20% of the data for testing purposes. For processing the dataset, Python modules such as NumPy, Seaborn, Pandas, and Scikit-learn were used.

For the determination of the major influence of the pollutant concentration on Air quality value, we explored the dataset in different ways. The correlation analysis was performed to determine the relationship between different pollutants and meteorological factors, it also showed the connection between different climatic data with AQI values. For analysis of the model results, we used evaluation metrics like mean absolute error (MAE), root mean square error (RMSE), mean squared error (MSE), and coefficient of determination (R²).

3.1. Data Investigation and Visualization

To develop a reliable and accurate machine-learning model for forecasting AQI, data exploration and visualization methods are very important as they provide valuable understanding into what factors influence more to the AQI value. Methods such as pairplot and feature importance were used for this objective. The pairplot, python Seaborn library feature depicts the relationship between every set of variables in the dataset. It also offers a thorough analysis of scatterplots and histograms. In correlation metrics, every variable is plotted against each other, and the connection between the pairs of variable factors in the lower and upper triangle of the grid is depicted by scattered plots and histograms and shows the distribution of individual variables along the diagonal.

This improves the assessment of patterns, trends, and relationships between the different air pollutants and other variables.

3.2. Machine learning model to predict AQI

In the optimization stage of analysis, cross-validation is used to determine the best performance over different data subsets. To ensure a more accurate evaluation of the model’s capabilities, this approach includes training and testing of the model over various folds of the data. by this method, it was found that the model was not overfitted or under-fitted over the training and testing of the data across all the folds. the model’s performance was evaluated based on the error metrics like MAE, MSE, RMSE, and R².

3.3. Result of KNN model

The results show that the K-Nearest Neighbors (KNN) model performs very well. MAE, MSE, RMSE, and R² are the metrics that are offered. The value of the error metrics is shown in Fig.2, Fig.3, and Table 1.

3.3.1. Mean absolute error (MAE)

This matrix represents the average absolute difference between the actual and predicted AQI values. The average error in this case is approximately 4.061 units. In this instance, the MAE shows that on average there is a difference of 4.061 units between actual and predicted readings.

3.3.2. Mean squared error (MSE)

MSE calculates the average of the squared differences among actual and predicted values. The bigger errors get hit more than the smaller ones by the squaring process. The MSE value for this study is observed as 34.567 which indicates that the actual and predicted values have significant differences.
3.3.3. Root Mean Squared Error (RMSE)

RMSE is the square root of the MSE and reduces the error metric to the target variable's actual unit which is AQI. In this study, the RMSE value is 5.879, which denotes that there is an average of 5.879 AQI value that deviates from the actual value of AQI. With lower values, a greater prediction is shown which is why it is an important indicator of model performance.

3.3.4. Coefficient of determination ($R^2$)

For the training set the $R^2$ value is observed as 1.0 and for testing the $R^2$ value is observed as 0.985. In the training phase, it reflects 100% accuracy and proves that the model is capable of explaining 100% variance in the training dataset. The $R^2$ value for the testing data set suggests that the model is capable of explaining 98.5% of variance in the test dataset. This great value indicates that the model generalizes well to unseen data and shows a robust predicting power. Results shown in Fig.1.

**Table 1** Evaluation metrics for the KNN model

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>4.061</td>
</tr>
<tr>
<td>MSE</td>
<td>34.567</td>
</tr>
<tr>
<td>RMSE</td>
<td>5.879</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.985</td>
</tr>
</tbody>
</table>

**Figure 2** Coefficient of determination values on test and train datasets

**Figure 3** Evaluation metrics values on the test dataset
4. Discussion

4.1. Model accuracy

The KNN model performance is quantitively evaluated by the evaluation metrics like MAE, MSE, RMSE, and, \( R^2 \). A smaller MAE value shows that the predicted values by the model are approximately the same as those of actual AQI values. The RMSE value penalizes higher errors more than the MAE which indicates the presence of certain larger errors in the forecasting of AQI.

The \( R^2 \) shows that the KNN model has a greater degree of accuracy in forecasting AQI, on both training and testing data sets. the perfect \( R^2 \) value on the training set depicts an excellent fit and with the \( R^2 \) value on the test set, it is confirmed that the model is free from overfitting. Fig.4 indicates the accuracy of the model.

![Accuracy Rate vs. K Value](image)

Figure 4 KNN model Accuracy rate vs k value

4.2. Model suitability

These evaluation metrics give an overview of the model’s performance. the results of cross-validation provide insight on how strong the model is across various dataset. the model suitability can be checked by comparing different models together with this KNN mode.

4.3. Outcome analysis and visualization

4.3.1. Scattered plot

A scatter plot graphically depicts the connections between actual and predicted values in regression. The predicted values are shown on the y-axis and the actual values on the x-axis, the predicting errors are indicated by points that deviate from the diagonal line, which indicates the more accurate forecast. In general, the scattered plots are used to evaluate the correctness of the model, identify the differences between actual and predicted values, and represent the patterns as represented in Fig.5.
4.3.2. Residual analysis

One of the very important stages in evaluating a regression model's performance is residual assessment, additionally referred to as residual analysis. The discrepancies between actual and predicted values generated by the models are known as residuals.

To identify whether the regression algorithm satisfies the underlying assumption and to determine any patterns or trends in the model's mistakes, the residual analysis includes exploring these residuals as shown in Fig 6.

![Residual plot for KNN model](image)

**Figure 6** Residual plot for KNN model
4.3.3. Distplot histogram analysis

A kernel density estimates (KDE) plot and histogram are utilized to generate distribution plots (distplots). This offers a visual interpretation of a dataset distribution providing details on the data skewness, outliers, data distribution, and density estimates represented in Fig.7.

![Distplot histogram for the KNN model](image)

**Figure 7** Distplot histogram for the KNN model

**Abbreviation**

- AQI: Air Quality Index
- ML: Machine Learning
- MAE: Mean Absolute Error
- MSE: Mean Squared Error
- RMSE: Root Mean Squared Error
- CPCB: Central Pollution Control Board
- SO$_2$: Sulfur dioxide
- NO$_2$: Nitrogen dioxide
- PM: Particulate Matter
- CO: Carbon monoxide
- MMMUT: Madan Mohan Malaviya University of Technology.
- CAAQMS: Continuous Ambient Air Quality Monitoring Station.

5. Conclusion

The evaluation metrics and research represent that the KNN model predicts the AQI value for Gorakhpur city with good accuracy. The MAE, MSE, RMSE, and $R^2$ depict a low value indicating the model's good precision. The low MAE value of 4.061, MSE value of 34.567, RMSE value of 5.879, and $R^2$ value of 0.985 on the testing set and 1.0 on the training set indicates that the model is free from overfitting and well generalized to a new data and an outstanding match.

The model predictions are verified to be accurate and dependable by scatter plots, residual plots, and distplot histogram assessment. The residual shows a normal distribution and does not exhibit insignificant patterns.

Overall, the KNN model is significantly reliable and produces accurate AQI predictions. Maintaining optimal performance necessitates ongoing validation and comparison with other models.
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