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Abstract 

Despite widespread support, data sovereignty is still in its nascent stages. Consequently, current methods for 
transferring sovereign data are underdeveloped and could be enhanced. To address these issues, this paper introduces 
an architecture that utilizes edge computing resources to host both the data and the connector. Additionally, we develop 
a system based on this architecture, enabling the transfer of sovereign data between users using space-based data 
platforms. To assess our approach, we deploy our system in a real-world environment with users located in different 
countries and conduct various experiments. In order to generate representative outcomes, we conduct a total of 2,520 
experiments. The results demonstrate significant performance improvements, such as reduced communication latency 
and increased network bandwidth, compared to a baseline utilizing cloud computing resources. We have constructed a 
system for sovereign data exchange that leverages edge computing resources to facilitate the transfer of data from a 
provider to a consumer. Furthermore, we have deployed this system in a real-world scenario and have demonstrated 
that the proposed approach offers reduced latency and increased bandwidth compared to a baseline relying on the 
cloud. Given the promising outcomes, we believe that future investigations could delve into usage control techniques 
that can be implemented at the network edge and explore scalability considerations. 
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1. Introduction

Data Sovereignty is an emerging concept in the distributed systems field, concerning the distribution and usage of data 
[1]. According to this concept, data is governed by the laws of the nation where it is collected, and the data provider sets 
specific usage constraints, including who can use it, in what context, and how [1]. This idea is gaining traction as 
governments recognize that, due to cloud computing, data collected locally (e.g., from citizens) may be processed 
abroad, potentially ignoring the privacy regulations of the source country [2], [3]. Additionally, data stored outside its 
country of origin becomes subject to the host country's laws, which might lead to the exposure of sensitive information 
to that government [2]. These concerns drive the creation of protective legislation like the European GDPR [4] and the 
USA's ban on Huawei [1]. Moreover, nations (e.g., Canada) issue white papers and guidelines to enhance awareness of 
data sovereignty and safeguard citizen privacy [5]. 

To adhere to data sovereignty principles, various initiatives involving both academic and industry partners have 
emerged [1], [6], [7]. Their main objective is to develop architectures and mechanisms that support the transfer of 
sovereign data, meaning data that retains its sovereignty during transfer [1]. Initiatives such as the International Data 
Spaces Association (IDSA) and Gaia-X promote the adoption of sovereign data through software, documentation, and 
events [8]. 

Despite widespread support, data sovereignty is still in its nascent stages. Consequently, current methods for 
transferring sovereign data are underdeveloped and could be enhanced. For instance, in existing architectures, data is 
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typically not stored in the cloud due to sovereignty issues. However, other components, like authentication mechanisms 
or system monitoring, may be cloud-based [9], [10], [11]. Another potential cloud component is the connector that 
facilitates data transfer [12]. While placing components in the cloud can offer benefits (as discussed in Section IV-A), it 
may also lead to high latency and network bandwidth issues [13]. These drawbacks can negatively impact user 
experience and impede the adoption of data sovereignty systems. 

To address these issues, this paper introduces an architecture that utilizes edge computing resources to host both the 
data and the connector. Additionally, we develop a system based on this architecture, enabling the transfer of sovereign 
data between users without relying on cloud services. To assess our approach, we deploy our system in a real-world 
environment with users located in different countries and conduct various experiments. The results demonstrate 
significant performance improvements, such as reduced communication latency and increased network bandwidth, 
compared to a baseline utilizing cloud computing resources. 

2. Literature Review 

Research on data sovereignty is covered in conceptual papers, reviews, white papers, and reports [10], [14]. Geisler et 
al. [15] offer a detailed overview of data ecosystems, examining the requirements and challenges of data handling with 
a focus on privacy and sovereignty. Kotka et al. [16] explore the legal issues of transferring sensitive data to the cloud, 
considering data sovereignty and protection aspects. Firdausy et al. [12] address data sovereignty's applicability to 
enterprises and organizations. Solmaz et al. [17] discuss data spaces—controlled environments for exchanging 
sovereign data—highlighting motivation, technical developments, and interoperability challenges. Brost et al. [18] 
emphasize the value of data in industrial data spaces, focusing on security and usage control techniques to ensure data 
use aligns with provider stipulations. While these studies contribute significantly to data sovereignty, they lack 
quantitative results from real-world implementations, which this work aims to provide. 

There is also related research involving implementations and results, though it is less extensive. Qarawlus et al. [19] 
and Nast et al. [20] address the challenge of managing sovereign data on devices with limited hardware capabilities. 
Qarawlus et al. focus on messaging schemes, whereas Nast et al. design a specialized connector exposing sovereign data 
via a standardized API. Sarabia-Jacome et al. [21] present a system for sovereign data exchange targeting a seaport 
scenario, where data from the port terminal is shared with the port authority using the FIWARE platform [22]. Liang et 
al. [23] propose a system for sharing personal health data, considering privacy and sovereignty. In their system, health 
data from wearable devices is uploaded to the cloud, and access requires explicit user consent, such as from an insurance 
company. These approaches, however, do not discuss the impact of placing the connector in the cloud versus at the edge. 
To our knowledge, this paper is one of the first to provide empirical results on the latency of transferring sovereign data 
using edge resources. 

2.1. Data Sovereignty  

In 2015, the "Digital Sovereignty in a Connected Economy" Focus Group introduced the idea of "data sovereignty." At 
that time, as now, "the concept of sovereignty should be initially understood in broad terms as the capacity for self-
determination, manifesting as independence and autonomy. In this context, digital sovereignty refers to the ability to 
determine actions and make decisions within the digital realm." [45]. 

Since then, the concept has been further elaborated and categorized as a facet of general sovereignty. Consequently, the 
management of data and core technological capabilities became a crucial topic at the 2018 Digital Summit: "The data 
sovereignty of a state or organization inherently involves complete control over stored and processed data, and 
autonomous decision-making regarding who can access it." [46]. This also encompasses the "ability to independently 
develop, modify, and control technical components and systems, and to integrate them with other components." [46]. 
The aim of digital sovereignty is not absolute but allows for varying degrees. A stratified model was created based on 
the criteria identified in 2018. 

Data sovereignty is essential for the independent operation of both the state and the commercial sector. It enhances 
economic sustainability, competitiveness, agility, and risk management capabilities. States and organizations that 
possess digital sovereignty can operate more freely in the market, being less reliant on manufacturers or suppliers. 
Additionally, due to lower barriers to market entry, data sovereignty enables companies and organizations to more 
effectively act as suppliers within digital ecosystems, thereby gaining opportunities to innovate and influence 
developments. Overall, systems, processes, and interactions can be more readily adapted, developed, and, if necessary, 
replaced. 
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2.2. Platform-Based Ecosystems 

The idea of "platform-based ecosystems" stems from the analogy of natural ecosystems, which serve as habitats for 
various organisms and their surroundings. Platform-based ecosystems are thus "defined as identifiable value networks 
built upon an existing [technical] network architecture" [47]. 

Platforms are often developed and maintained to establish new business models, especially in the B2C sector, where 
organizations are driven by the desire to implement associated business models. Here, the motivation, creation, and 
management are handled by the same entity. 

In contrast, in the B2B sector, platforms might be established to ensure secure communication or the secure transfer of 
data and goods. These platforms can be initiated by industrial consortia, associations, or cooperatives, with one 
company being tasked with their creation and operation, thus acting as the technical platform provider. It is, therefore, 
useful to differentiate between technical and economic platform operators. 

Economic platform operators, including public-sector operators, are those whose primary interest lies in the platform's 
existence and who have a vested economic interest in defining the rules for interaction and the platform's technical 
design. Technical operators, on the other hand, provide the necessary technical framework, implementation, and 
seamless operation of the IT infrastructure and interfaces for the platform. Together, these entities form the core of 
platform-based ecosystems. Other common actors (periphery) include providers of content, goods, or applications, and 
the users. Interactions within and between digital ecosystems are facilitated by interfaces and standards where needed 
(see Fig. 1). 

 

Figure 1 Schematic depiction of a platform-based digital ecosystem 

A unifying feature of all platform-based ecosystems is their reliance on digital platforms. These platforms support the 
secure and trusted execution of transactions to offer, obtain, or use goods, services, content, information, and data 
between people and/or technical systems. 

2.3. System Model 

In this section, we outline a system model designed to facilitate the exchange of sovereign data. Our model is based on 
well-established reference architectures from the literature and adheres to the principles of data sovereignty [6], [10], 
[24]. To enhance clarity, we first introduce the terminology. Then, we describe the key components of the system and 
the basic interactions among them. 
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2.3.1. Nomenclature 

In a system for sovereign data exchange, there are data consumers and data providers. A consumer is an entity, such as 
an individual, organization, or application, that seeks to acquire sovereign data and use it in accordance with its terms 
of use. A provider is an individual or organization that owns data and wishes to share it with others, under specific terms 
of use. Sovereign data, or a sovereign dataset, is a dataset accompanied by terms of use established by the data provider, 
compliant with local laws and regulations. These terms dictate the permissible uses of the data, specifying the types of 
allowed processing (e.g., statistical analysis, machine learning), the duration of such processing (e.g., one month), 
redistribution rules, and other constraints. The complete set of these terms is known as the dataset's policy. Policies can 
be formulated using ODRL (Open Digital Rights Language), which provides a framework for expressing rights in JSON 
or XML. 

To manage the acquisition and acceptance of policies, a connector can be employed [25]. The connector is a software 
application that facilitates the basic interactions required for exchanging sovereign data, such as requesting a dataset, 
agreeing to the policy, and transferring the dataset from the provider to the consumer. Thus, the connector also helps 
achieve interoperability between data providers and consumers. 

Beyond the connector, a system for sovereign data exchange may include federated services provided by a trusted 
organization [24]. These federated services are software applications available to all participants, including both 
providers and consumers. Two key federated services are the trusted authority and the clearing house [10]. The trusted 
authority verifies the identity of connectors and ensures trust between providers and consumers. The clearing house 
records all interactions within the system and helps resolve disputes (e.g., if a consumer claims a dataset was not 
transferred, but the provider asserts it was). These two federated services aim to ensure that for any sovereign data 
transfer, there are records of the participants' identities and the agreed policy. 

2.3.2. Architecture 

 

Figure 2 System architecture for sovereign data exchange. 

A system that enables the exchange of sovereign data comprises various components, which can be deployed either in 
the cloud (e.g., using commercial providers like Google) or at the edge (e.g., using private on-premise computing 
resources), as illustrated in Fig. 2. Although such a system might include multiple data providers and consumers, Fig. 2 
provides a simplified representation with a single provider and a single consumer. In this setup, the provider stores 
sovereign data in local storage. Similarly, the consumer has local storage for hosting the acquired data. Both the provider 
and the consumer have a local application (i.e., a front-end application) that offers a user interface to the system. 
Through this app, the provider can interact with the provider connector, and the consumer can interact with the 
consumer connector. Typically, both connectors are deployed in the cloud (this will be further discussed in Section IV-
A). The federated services, intended for use by all participants, are also cloud-based [10], [24]. 

To initiate the exchange of sovereign data, the provider first registers a dataset with the provider connector. This 
involves submitting the dataset's policy and the means to retrieve the dataset from the provider’s storage (e.g., via a 
protocol such as HTTP). Once the dataset is registered with the provider connector, consumers can request it. The 
consumer (using the consumer app) sends a request to the consumer connector to obtain a dataset registered with the 
provider connector [6]. The steps involved in requesting and transferring a sovereign dataset are outlined in Fig. 3. In 
Step 1 of Fig. 3, the consumer connector requests a dataset from the provider connector. The provider connector then 
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responds with the dataset's policy (Step 2). The consumer reviews this policy and signs a contract agreeing to the terms 
of use (Step 3). The provider connector acknowledges this with a contract agreement (Step 4). The consumer connector 
subsequently requests the transfer of the agreed dataset (Step 5), providing a file path to the consumer’s storage (and 
any necessary credentials). Finally, the provider connector retrieves the dataset from the provider's storage (Steps 6 
and 7) and transfers it to the consumer's storage (Steps 8 and 9), completing the transfer (Step 10). 

 

Figure 3 Transfer of a sovereign dataset. 

While Fig. 3 illustrates interactions among the core components of the system, additional interactions with federated 
services may be required. For instance, a consumer may need to search for relevant sovereign datasets offered by 
various providers. These searches can be conducted through a federated service acting as a central catalog where 
providers advertise their data (e.g., using metadata or self-descriptions [24]). By browsing this catalog, the consumer 
can locate the addresses of provider connectors with useful datasets and request these datasets through the consumer 
connector (as depicted in Fig. 3). 

2.4. Sovereign Data with Edge Computing 

In this section, we propose an architecture for enabling sovereign data that leverages edge resources to enhance 
functionality and performance. The subsequent sections presents key observations regarding the placement of system 
components and the potential benefits of using edge computing resources, and also describes the proposed architecture. 

2.4.1. Observations 

As depicted in Fig. 3, both the provider and the consumer utilize on-premise storage for hosting sovereign datasets. This 
approach is crucial because using third-party storage (e.g., cloud services) can undermine data sovereignty principles 
[3]. For instance, a sovereign dataset must be used in accordance with its policy. However, storage providers typically 
do not offer policy guarantees. Instead, users of the storage must usually comply with the storage provider's terms of 
use, which may include anonymized data processing without considering each dataset’s policy [3]. Therefore, on-
premise storage is preferred for sovereign data. 

Connectors, however, can be deployed either in the cloud or at the edge [12], [26]. Despite this flexibility, early 
implementations tend to focus on cloud deployments [27], [28]. There are several reasons for this trend. The cloud 
offers scalable, general-purpose resources that are cost-effective and eliminate the need to purchase or maintain 
equipment [29]. Consequently, using the cloud for connectors provides ease, flexibility, and scalability [30]. Connectors 
store information about datasets and policies but do not store the actual data. During data transfer, the provider 
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connector streams data from the provider storage to the consumer storage without storing it. Thus, deploying 
connectors in the cloud does not violate sovereignty principles, provided the cloud's location is not restricted. 

Interestingly, the ability to run connectors in the cloud has opened new business opportunities for platform-as-a-service 
models [28], also known as Data Sovereignty-as-a-Service or Connector-as-a-Service [31]. In these models, the service 
provider hosts a connector instance in the cloud and manages all necessary maintenance and interactions with 
federated services. By using this service, users can fully utilize a sovereign data exchange system without needing to 
run and maintain a connector themselves. 

Instead, users only need to register datasets and define policies. 

While deploying connectors in the cloud can be justified for various valid reasons, it can also have some drawbacks. 
When the provider connector retrieves data from the source (i.e., the provider's storage) and transfers it to the 
destination (i.e., the consumer's storage), there is no consideration for the network path, transfer latency, or bandwidth 
utilization. This can lead to situations where the source and destination are physically close, but the data still travels 
through a distant cloud, consuming additional network resources and increasing transfer latency [32]. Although this 
specific issue has not been extensively studied in the context of data sovereignty, similar challenges have been 
addressed in edge computing and IoT contexts [33]-[38]. Therefore, in the next section, we propose an architecture for 
sovereign data exchange inspired by edge computing and highlight the potential benefits. 

2.4.2. Proposed System Architecture 

To formulate the proposed system architecture, we begin by examining a typical scenario of sovereign data transfer, as 
illustrated in Fig. 3. During the transfer process, when the provider connector retrieves data from the provider's storage 
and transfers it to the consumer's storage, the communication latency comprises two components: the latency from the 
provider to the cloud (LatPro→Cloud) and the latency from the cloud to the consumer (LatCloud→Con). Consequently, 
the overall transfer latency through the cloud, denoted as LatCloudPro→Con, can be expressed as: 

LatCloudPro→Con = LatPro→Cloud + LatCloud→Con (1) 

Thus, the cloud essentially serves as a detour on the network path between the provider and the consumer. Detours 
through the cloud often result in significant consumption of network resources and increased latency [32]. For this 
reason, we propose relocating the connectors to on-premise locations, as depicted in Fig. 4. In this setup, the provider 
connector and the consumer connector are situated at the provider's and consumer's sites, respectively. Despite this 
change, users can still access the connectors through their respective applications, and the connectors can maintain 
communication with federated services deployed in the cloud. However, with both connectors positioned at the 
network's edge, they may be able to communicate directly with each other without traversing a remote cloud. This has 
the potential to yield performance enhancements and additional functionality associated with the utilization of edge 
resources (as elaborated below). 

 

Figure 4 System architecture with on-premise connectors. 

In terms of functionality, with direct data transfer from the provider to the consumer in the proposed architecture, there 
is no risk of routing data through a cloud situated in an unauthorized region. For instance, if both the provider and the 
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consumer are located in Austria and there's a requirement for data not to leave the country, running the provider 
connector in a cloud located in another country (e.g., Switzerland) would violate this requirement as the data traverses 
through the provider connector’s cloud location. Such issues are circumvented in the proposed architecture, where the 
provider connector is placed on the provider's premises, enabling direct data transmission from the provider site to the 
consumer site, bypassing the cloud. 

Regarding performance, the communication latency of the transfer in the proposed architecture encompasses the 
latency of the provider connector to retrieve data from storage and send it to the consumer (LatPro→Con). When the 
provider connector is at the provider site, the former latency can be considered negligible since there's no 
communication latency, only reading a file from the filesystem. Hence, the transfer latency when the connectors are at 
the edge, denoted as LatEdgePro→Con, is: 

LatEdgePro→Con = 0 + LatPro→Con (2) 

Comparing equation 1 with equation 2, it's observed that both latencies involve the same source and destination. 
However, equation 1 involves a detour through the cloud. If the cloud lies on the path from source to destination, the 
network path in equation 1 will be similar to that in equation 2 [39]. Consequently, the two latencies will be comparable, 
i.e., LatEdgePro→Con ≈ LatCloudPro→Con (3). However, if the cloud is not on the path between the source and 
destination, the network path in equation 1 will be longer (due to the detour), resulting in higher latency [32]. 

Hence, LatEdgePro→Con < LatCloudPro→Con (4). By combining equations 3 and 4, it can be inferred that: 

LatEdgePro→Con ≲ LatCloudPro→Con (5) 

Thus, the proposed architecture is anticipated to offer similar or lower communication latency for transferring 
sovereign data. Potentially, utilizing edge computing resources may also yield other benefits, such as enhanced user 
experience due to reduced response times when users interact with the connector (via the app) since the connector is 
now deployed closer to the app for both the provider and the consumer, as illustrated in Fig. 3. Nonetheless, in this 
paper, and also in our evaluation in Section V, the focus remains on benefits related to data transfer, which is the primary 
objective of data sovereignty. 

2.5. Evaluation 

To assess our methodology, we construct a system adhering to the proposed edge architecture (depicted in Fig. 4). 
Additionally, we develop a system following the conventional cloud architecture (illustrated in Fig. 3) for use as a 
reference point. Our evaluation aims to compare the two approaches in terms of communication latency and network 
bandwidth. For this purpose, we deploy connectors in the cloud using the Google Cloud Platform, which serves as the 
baseline. Furthermore, we deploy connectors at user sites, situated in various countries, as per our proposed approach. 
These user sites incorporate a custom Python-based storage application for data hosting. Fig. 5 depicts the cloud's 
location in Germany and user sites spread across Spain, England, France, Belgium, Netherlands, Italy, and Poland, all 
within Europe and varying distances from the cloud.  

 

Figure 5 Location of the cloud and the users in Europe. 

We deem this geographical area suitable for our experiments due to the existing involvement of many European 
countries in testing sovereign data methodologies. The connectors utilized are based on the Eclipse Dataspace 
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Connector, an open-source Java-based software supported by the Eclipse foundation. We make certain modifications to 
ensure compatibility with our system. All components are interconnected via the Internet. 

For this evaluation, we select a smart energy use case, as smart energy applications typically involve user interactions, 
such as alerts or real-time analytics, and rely on low latency to provide prompt response times and enhance user 
experience. Given that achieving low latency is our primary objective, we deem this use case appropriate. We utilize 
data from a publicly available dataset containing real measurements from smart meters. Various data sizes are 
considered to represent different application scenarios: 85 Bytes (B) for a single measurement, 7 Kilobytes (KB) for 
daily measurements, 224 KB for monthly measurements, 1 Megabyte (MB) for 4.5 months, 2 MB for 9 months, and 4 MB 
for 18 months. For instance, the data size of a single measurement could represent a safety application wherein a 
household (provider) sends sovereign data to an anomaly-detection service (consumer) for real-time detection of 
potential hazards like gas leaks or malfunctions. Although smaller data sizes may seem more relevant for such cases to 
transmit new measurements promptly, applications utilizing larger data sizes for real-time analytics also require low 
latency. Hence, larger data sizes are also considered. 

2.5.1. Findings 

In order to generate representative outcomes, we conduct a total of 2,520 experiments. In the baseline experiments, the 
provider connector, situated in the cloud, follows the process outlined in Fig. 3 to transfer data from the provider's site 
to the consumer's site via the cloud. Conversely, in the proposed approach experiments, the provider connector, now 
located at the provider's site, undergoes the same process to directly transfer data from the provider's site to the 
consumer's site. In both approaches, each user serves as a data provider, transmitting sovereign data of varying sizes 
to all other users (acting as consumers in different countries) multiple times. For each transmission, we measure the 
communication latency and the hop count of the transfer. 

To illustrate the latency measurements, we present Table I and Fig. 6. Fig. 6 visually represents the latency for each data 
size under both the baseline and proposed approaches. Meanwhile, Table I provides the numerical values of the average 
latency, standard deviation, and the reduction in the average achieved by the proposed approach. As depicted in Fig. 6, 
the communication latency for each approach is comparable for very small data sizes and increases with larger data 
sizes. Our proposed approach exhibits a similar standard deviation to the baseline, indicating a similar distribution of 
values. However, the average latency in our approach is approximately 20% lower than the baseline for all data sizes 
(also detailed in Table I). Additionally, it is noteworthy that the upper quartile of our proposed approach consistently 
equals or falls below the baseline's average. This implies that in our approach, 75% of the values are either similar to or 
lower than the average value of the baseline. Furthermore, the minimum values for every data size in our proposed 
approach, represented by the lower whiskers in Fig. 6, are consistently at least 50% lower than the corresponding 
minimum values in the baseline. 

Table I Communication latency in milliseconds (ms) of each data size and the percentages of reduction. 

 Baseline Proposed Reduction 

avg st dev avg st dev avg (%) 

85 B 63 15 51 16 19 

7 KB 63 17 51 17 19 

224 KB 173 51 133 52 23 

1 MB 249 73 198 74 20 

2 MB 266 79 219 82 18 

4 MB 313 84 258 89 18 
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Figure 6 Communication latency (in ms) of each data size based on the baseline and the proposed approach. 

Remarkably, such a notable decrease in latency (i.e., 50% or more) occurs for data transfers between closely located 
users, such as those in Belgium and the Netherlands, due to the significant detour created when transferring data 
through the cloud. It is also observed that the maximum latency values for all data sizes remain consistent across both 
approaches. This is evident when the network path in both approaches is similar, particularly when the cloud is on the 
path from the provider to the consumer. In our experiments, the highest latency is recorded for transfers between users 
in Spain and Poland. In this scenario, transferring data through the cloud does not result in a noticeable detour, as 
illustrated in Fig. 5. Lastly, it is noted that while the percentage reduction in average latency remains relatively stable 
(around 20% as indicated in Table I), the actual reduction in milliseconds increases with larger data sizes. The average 
latency reduction begins at 12 milliseconds for data of 85 bytes and escalates to 55 milliseconds for data of 4 megabytes. 
Given that the examined use case aims to detect potential hazards in real time, a 20% latency reduction, potentially 
reaching 50%, can be deemed a substantial enhancement. Overall, the results align with the latency analysis, 
demonstrating that the proposed edge architecture tends to diminish communication latency compared to the cloud 
architecture. 

To further explore the transfer of sovereign data, we assess the hop count of data transfers in both methods, as a high 
number of hops can indicate delay and bandwidth limitations [13], [44]. Consequently, transfers over shorter network 
paths (i.e., with fewer hops) are anticipated to have more available bandwidth. In our experiments, the number of hops 
between a provider and a consumer remains consistent across all data sizes, thus we do not individually plot the hops 
for each data size. Fig. 7 illustrates the hop count for the two approaches under examination. The baseline exhibits an 
average of 31 hops (with a standard deviation of 2), while the proposed approach averages 18 hops (with a standard 
deviation of 5). This results in a 42% decrease in the average, with all values of the proposed approach being lower than 
those of the baseline, except for outliers. Therefore, overall, the proposed approach utilizes shorter paths than the 
baseline, indicating that the transfer of sovereign data using our approach is likely to have more available bandwidth. 

 

Figure 7 Hop count of the data transfers based on the baseline and the proposed approach. 

Regarding computational resource utilization, it is observed that both approaches perform similarly; for instance, CPU 
utilization in both cases remains below 5% with occasional spikes. This is because the same number of data transfers is 
executed in both scenarios. The primary distinction between the two methods is that the baseline necessitates the 
deployment of two connectors (a provider connector and a consumer connector) in the cloud to serve all users. 
Conversely, the proposed approach mandates two connectors (a provider connector and a consumer connector) to be 
deployed on-premise for each user. Consequently, the former entails the continuous operation of connectors to serve 
all users, while the latter results in some connectors being idle when they are not engaged in data transfers. 
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3. Conclusion 

In conclusion, we have constructed a system for sovereign data exchange that leverages edge computing resources to 
facilitate the transfer of data from a provider to a consumer. Furthermore, we have deployed this system in a real-world 
scenario and have demonstrated that the proposed approach offers reduced latency and increased bandwidth 
compared to a baseline relying on the cloud. Given the promising outcomes, we believe that future investigations could 
delve into usage control techniques that can be implemented at the network edge and explore scalability considerations. 
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