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Abstract 

In many different areas, such as neurophysics, geophysics, and communication, it is vital to effectively handle signals 
when there is unwanted disturbance. Linear prediction (LP) methods provide precise modeling capabilities for various 
parametric models and are used in a wide range of fields such as predicting future data, compressing speech, analyzing 
spectra, filling in missing signals, and decreasing noise. LP is especially beneficial in speech processing systems. Speech 
analysis and synthesis greatly relies on spectral envelopes, which are closely connected to models of speech production 
and perception. However, the performance of the LP method may decline when limited information is involved in pitch 
synchronous analysis. In order to overcome this constraint, we developed the implementation of the Average Weighted 
Linear Prediction (AWLP) technique, which does not require the use of a window. The AWLP utilizes a signal of weighted 
prediction error acquired from the autocorrelation process of LP. By performing this action, it provides a more precise 
estimation of the power spectrum and coefficients used for vocal tract parametric models. Importantly, the effectiveness 
of the AWLP can be seen in both pitch synchronous and asynchronous analyses, which means it is appropriate for 
situations where segments are chosen randomly. We confirm the effectiveness of the AWLP technique by employing it 
on both synthetic voice and real speech. Additionally, we assess its effectiveness by comparing it to the direct 
autocorrelation technique and a modified autocorrelation (MA) approach. To sum up, the AWLP method presents a 
hopeful solution for reliable spectral analysis that addresses the divide between pitch synchronous and asynchronous 
situations. 
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1. Introduction

Speech communication between humans and machines is becoming more common as mobile communication and 
computers become more advanced. In speech communication system, the representation of the voice signal in a suitable 
manner and the preservation of the message contents are the major concerns. The acoustic features, i.e., vocal tract 
shape, formant frequencies, coefficients, power spectrum, bandwidths and pitch are associated with the representation 
of the speech signal and have deep applications in speech recognition, synthesis and coding [1-3]. Therefore, the 
transmission, recording and modeling of the speech information with accurately and efficiently is a challenging issue. 
In the field of neurophysics, geophysics, communication and other areas of applications, analysis of spectral properties 
of signals are also required [4][5]. Linear Prediction (LP) is a very effective tool that has been used in a wide range of 
signal processing applications, particularly in speech processing system [4][7]. LP is one of the robust speech analysis 
techniques and has the ability to model the voiced speech accurately and efficiently by a small set of parameters closely 
related to the speech production transfer function. To be specific, LP technique can model the vocal tract by an all-pole 
filter. Accurate and efficient power spectrum estimation of speech signal has a great attention in signal analysis and 
synthesis because of their close connection with the speech production and perception model [6]. Development of the 
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parametric model with accurate estimation is required so that the model can be used in different application, such as 
prediction, control and data compression. 

The basic formulation of the LP analysis seeks to find an optimal fit to the envelop of the speech spectrum. The fit is 
obtained by solving for the prediction coefficients that minimize the sum of squares of the prediction error. The LP 
technique suffers from various sources of limitations [4][7][8]. These limitations are mostly manifested during voiced 
segments of speech. The auto-correlation method and the covariance method, also called stationary and non-stationary 
respectively [8], are two of the most commonly used LP methods. The Levinson-Durbin algorithm [9][10], which is used 
in the auto-correlation process, is known for ensuring the stability of the resulting autoregressive (AR) model [8]. The 
autocorrelation process, which requires less computation, is covered in this paper. 

In pitch asynchronous analysis of voiced speech, these two methods (autocorrelation and covariance) show almost 
same result. In pitch synchronous analysis, the autocorrelation method has a poor efficiency, but it ensures the stability 
of the approximate all-pole filter. Whereas, the covariance method is more efficient and better assumption than 
autocorrelation method, but it does not guarantee the stability of the estimated speech production transfer function [8]. 
Pitch synchronous: The analysis portion is less than or equal to one pitch period data length, and Pitch asynchronous: 
The analysis portion is greater than one pitch period data length. A modified autocorrelation (MA) method [11] of LP 
has been established to mitigate this issue in pitch synchronous analysis. Hence, the analysis segment is used as exactly 
equal to one full pitch period data length. If the analysis segment is less than one full pitch period in pitch synchronous 
analysis, this modified method degrades its performance. For pitch asynchronous analysis, all of these three methods 
perform well. As a result, a method in pitch synchronous and asynchronous (both) analysis, i.e., can be called random 
analysis, of voiced speech that performs better than autocorrelation and modified autocorrelation in pitch synchronous 
analysis which does not need exactly one full pitch period analysis segment and ensures the stability of the approximate 
all-pole filter, and also performs well in pitch asynchronous analysis is needed. Random analysis means the analysis 
segment is selected randomly. One such approach has been suggested in this paper. 

LP by autocorrelation also suffers from amplitude distortion in ill-conditioned environment [4]. A pre-emphasis is often 
used to mitigate the ill-conditioning problem. A number of techniques have been mentioned in [12] to mitigate ill-
conditioning problem. The proposed method also helps to mitigate ill-conditioning issue. In this Paper, we present an 
Average Weighted Linear Prediction (AWLP) method for LP by using autocorrelation method to deal with all of these 
mentioned issues. This paper is covered with power spectrum, coefficients and spectral bias value B estimation and 
comparing the AWLP method over direct autocorrelation and MA method. 

2. Proposed Method 

The proposed method uses autocorrelation procedure to estimate better prediction coefficients as well as power 
spectrum. This AWLP method, basically an extended version of autocorrelation method, performs well for both in pitch 
synchronous and asynchronous analysis by using a weighted prediction error filter. In this section, the algorithm for 
the proposed AWLP method is described in detail first. Later, the properties of the proposed method are described. 

2.1. Algorithm 

This section will clarify AWLP algorithm. If we consider a speech signal with analysis segment N as s(n), where n = 
0,1,2,.....,N-1, firstly we have to calculate the autocorrelation function of s(n) as 

𝑅𝑛(𝑚) = ∑ 𝑠𝑁−1
𝑛=0 (𝑛)𝑠(𝑛 + 𝑚)… … … (1) 

By considering a Toeplitz matrix with a size of  𝑝 + 1, we obtain 

[
 
 
 
 
 
 

𝑅𝑛(0)   𝑅𝑛(1)            … 𝑅𝑛(𝑝)

𝑅𝑛(1) 𝑅𝑛(0)    …   𝑅𝑛(𝑝 − 1)

𝑅𝑛(2) 𝑅𝑛(1)      …𝑅𝑛(𝑝 − 2)
      …                 …                        …      

  …      …     …                            …
…      …                  …               …

𝑅𝑛(𝑝)      𝑅𝑛(𝑝 − 1) …          𝑅𝑛(0)]
 
 
 
 
 
 

 

[
 
 
 
 
 
 
𝛼0

𝛼1

𝛼2

…
…
…
𝛼𝑝]

 
 
 
 
 
 

=

[
 
 
 
 
 
 
𝑅𝑛(0)

𝑅𝑛(1)

𝑅𝑛(2)
…
…
…

𝑅𝑛(𝑝)]
 
 
 
 
 
 

… … … (2) 

where, p is the prediction order, α are the prediction coefficients and α0 = 1 is assumed. Then the obtained solution to 
find prediction coefficients αk, where k = 0, 1, 2, ...., p, is as 
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𝛼 = 𝑅−1𝑟  … … … (3) 

R is the (𝑝 + 1) × (𝑝 + 1) Toeplitz matrix, i.e., it is symmetric and all the elements along a given diagonal are equal. We 
implement Levinson-Durbin recursive algorithm [9][10] to solve this equation and obtained the prediction coefficients 
𝛼𝑘 . 
Secondly, we define a weighted prediction error (WPE) signal 𝑒𝑤(𝑛) by using a weighted prediction error filter (WPEF). 
The weighted prediction error signal is defined as 

𝑒𝑤(𝑛) = 𝑠(𝑛) − 𝜇 ∑ 𝛼𝑘

𝑝

𝑘=0

𝑠(𝑛 − 𝑘) …… . . (4) 

where, 𝜇 = 0.12 and 𝛼0 = 1 are assumed. The values of 𝛼𝑘 are previously calculated. The transfer function of the given 
signal 𝑒𝑤(𝑛) can be represented as 

𝐻𝑊𝑃𝐸𝐹(𝑧) = 1 − 𝜇 ∑ 𝛼𝑘
𝑝
𝑘=0 𝑧−𝑘… … … (5) 

The prediction error filter (PEF) is realized as a finite impulse response (FIR) filter. The proposed AWLP method weight 
the prediction error filter and that filter type is similar to that of the pre-emphasis filter, but the filter coefficients are 
changing here. Each LP coefficient (𝛼𝑘) is multiplied with a constant value 𝜇 to obtain WPE signal. If we consider 𝜇𝛼𝑘 =
𝛽𝑘 , then the WPE signal can be written in more compactly as 

𝑒𝑤(𝑛) = 𝑠(𝑛) − ∑ 𝛽𝑘

𝑝

𝑘=0

𝑠(𝑛 − 𝑘) … …… (6) 

where, 𝛽0 = −1  is assumed. So, now the output signal of the WPEF is 𝑒𝑤(𝑛)  corresponding to the analysis speech 
segment𝑠(𝑛). Then we have to calculate weighted prediction error coefficients 𝛽𝑘  using autocorrelation method. 

Finally, we have to average the coefficients. The predicted AWLP coefficients are then 

𝛾𝑘 =
𝛼𝑘+𝛽𝑘

2
 … … … (7) 

The power spectrum of AWLP method is estimated using 𝛾𝑘 as 

𝑃𝐴𝑊𝐿𝑃(𝜔) =
𝜎𝐴𝑊𝐿𝑃

2

|1 + ∑ 𝛾𝑘
𝑝
𝑘=1 𝑒𝑗𝑘𝜔|

2 …… . . (8) 

where, 𝛾𝑘 are the prediction coefficients and 𝜎𝐴𝑊𝐿𝑃
2  is prediction error power of AWLP method. 

To more simplify the AWLP process: 

 Develop a frame for LP analysis from a speech signal. 
 Estimate the prediction coefficients from frame using LP by autocorrelation method. 
 Estimate a weighted prediction error signal from frame where weighting factor is a constant value 𝜇 = 0.12 

multiplied with the prediction coefficients. 
 Find out the LP coefficients from weighted prediction error signal by autocorrelation method. 
 Then average these two types of coefficients and find the resulting coefficients. 
 Finally, estimate the power spectrum using resulting coefficients. 

Figure 1 shows the block diagram of power spectrum estimation with AWLP method. 
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Figure 1 Power Spectrum Estimation with AWLP Method 

2.2. Properties 

The algorithm of AWLP described in section 2.1 is an extended version of autocorrelation method using weighted 
prediction error signal. The properties of the proposed AWLP method are given below: 

The proposed AWLP method does not use any kind of window function, like Hamming, Hanning, etc., to avoid unwanted 
signal distortion in autocorrelation process. 

It estimates better assumption in both pitch synchronous and asynchronous analysis. The frame length of analysis 
segment should be less than 25 ms. Because, speech is highly non-stationary signal. Speech information remain constant 
at 20-25 ms. 

It helps to reduce ill-conditioning problem. The method uses a weighted prediction error filter which is as like as a pre-
emphasis filter, often use in ill-conditioned environment, where filter coefficients are changed here instead of a constant 
coefficient. 

It is stable and reliable in pitch synchronous analysis. 

3. Experimental Result 

In this section, we show the performance, i.e., power spectrum estimation, prediction coefficients calculation, spectral 
bias measurement, of the AWLP method with that of the direct autocorrelation method and MA [11] methods. As the 
true values of spectral parameters of synthetic vowel signals are previously known, we use synthetic vowel signals, 
generated by the Liljencrants-Fant (LF) model [13], for analysis and accuracy in estimating the power spectrum first, 
and then investigate these over real speech. This section evaluate the performance of these three methods on the basis 
of pitch synchronous and asynchronous. For autocorrelation method, i.e., direct method, we use a Hamming window 
function before its analysis. But any kind of window function was not used for other methods, i.e., modified 
autocorrelation and AWLP methods. 

3.1. Synthetic Vowel 

By exciting an all-pole filter with a periodic train of pulses, we generate all the synthetic vowel signals. The transfer 
function of the all-pole filter is 

𝐻(𝑧) =
𝐺

1−∑ 𝑎𝑘
𝑀
𝑘=1 𝑧−𝑘 … … … (9) 

Here, G is the gain function and 𝑎𝑘  are the filter coefficients. For our experiment, we assumed G = 0.1354 and the 
coefficients for different vowels are exhibited in tables. The fundamental frequency (𝐹0) for the source excitation is 80 
Hz. The vowels are generated with a rate of 10 kHz sampling frequency𝑓𝑠. We calculate power spectra using fast Fourier 
transform (FFT) where FFT point was 1024. Comparison is made by the visual inspection as well as by computing the 
spectral bias value B which is defined as 

𝐵 =
1

𝜋𝑓𝑠
∫

|�̂�(𝜔)−𝑃(𝜔)|

𝑃(𝜔)

𝜋𝑓𝑠
0

𝑑𝜔… … … (10) 
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Where 𝑃(𝜔) and �̂�(𝜔) denote the true spectrum and estimated power spectrum, respectively. We have illustrated the 
estimated power spectra from prediction coefficients and prediction error power using FFT. The true power spectra 
have been obtained by FFT of the filter coefficients 𝑎𝑘  which are used to generate synthetic vowel. The LP order for all 
vowel was 10. 

If we consider the data sample of analysis segment is L and the data sample of one full pitch period is N, then the pitch 
synchronous analysis is called for 𝐿 ≤ 𝑁 and asynchronous analysis is obtained for 𝐿 > 𝑁. N is 125 for all vowel and L 
is selected on the basis of synchronization. 

 

Figure 2 Power Spectrum Analysis for Pitch Synchronous (𝑳 < 𝑵) of vowel /u/ 

Power spectra for pitch synchronous and asynchronous of vowel /u/ have been shown in Figure 2 and in Figure 3. In 
Figures, the true power spectrum has been plotted in dotted line. The black colored spectrum reveals the direct method, 
the green color is for MA method and the red color marks the proposed AWLP method. In Figure 2, while 𝐿 < 𝑁 (𝐿 =
110), the power spectrum of the proposed AWLP method is very close to the true power spectrum. The MA method 
losses its stability. The performance of the direct method has also degraded. Figure 3 also shows that the power 
spectrum for proposed method is very close to the true spectrum. Though visual inspection shows strong evident, we 
calculated spectral bias 𝐵 by the formula in Equation 10 shown in Table 1. The estimated coefficients of Figure 3 placed 
in Table 2 proves more accurate estimation of proposed method. After observing Table 1 and 2, we can strongly say that 
the proposed AWLP method can estimate more accurate coefficients than other two methods in pitch synchronous 
analysis. 

 

Figure 3 Power Spectrum Analysis for Pitch Asynchronous (𝐿 > 𝑁) of vowel /u/ 
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Table 1 Spectral Bias Value B for the vowel /u/ for different Methods in Random Analysis 

Analysis Segment Direct Method Modified Autocorrelation Method AWLP Method 

L<N 0.42 0.48 0.07 

L=N 0.38 0.59 0.15 

L>N 0.28 0.36 0.18 

Average 0.36 0.47 0.13 

 

 

Figure 4 Power Spectrum Analysis for Pitch Synchronous (𝑳 = 𝑵) of vowel /u/ 

 

Table 2 Coefficients Estimation by Different Methods for Vowel /u/ in Pitch Synchronous Analysis (𝑳 < 𝑵) 

Coefficient No True Value Direct Method Modified Autocorrelation Method AWLP Method 

1 -0.9912 -1.1434 -0.8285 -1.0039 

2 0.5255 0.905 0.4251 0.5435 

3 -0.9272 -1.4212 -0.8319 -0.9324 

4 1.1236 1.6173 0.7850 1.1131 

5 -1.0991 -1.5971 -0.7800 -1.1065 

6 1.1472 1.6637 0.7763 1.1621 

7 -0.8114 -1.3211 -0.4801 -0.8140 

8 0.0587 0.5170 0.0572 0.0367 

9 -0.2630 -0.5445 -0.2543 -0.2278 

10 0.5839 0.6701 0.3931 0.5879 

 

The proposed method was also applied on other vowels. And spectral bias value was estimated for the proposed method 
and the other two methods shown in table 3. It is observable that the average spectral bias value of the proposed method 
is minimum than the other two methods. 
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Table 3 Spectral Bias Value B for five vowels for different Methods in Random Analysis 

Vowel Direct Method Modified Autocorrelation Method AWLP Method 

/a/ 0.32 0.62 0.21 

/e/ 0.56 0.08 0.34 

/i/ 0.12 0.15 0.06 

/o/ 0.44 0.39 0.28 

/u/ 0.42 0.48 0.07 

Average 0.37 0.34 0.19 

 

3.1.1. Real Speech 

In this section, the applications of AWLP method in real speech have been discussed. After getting better results in 
synthetic vowel experiments, we investigated the performance of the proposed method for both male and female 
speaker in the real speeches and observed that the proposed method provides better performance than the existing 
other methods. Some of our experimental results in the real world have been shown in this section. Continuous real 
speech signals of speakers, which were recorded in a sound-isolated room, were utilized with a sampling frequency of 
8 kHz. These speeches were recorded using a Sony ECM-J3M microphone. 

Figure 5 show the examples of power spectra of real vowel /o/ by male speaker. The true spectra in black colored line 
are obtained by FFT where the FFT point is 1024. The other spectra show as the direct method in green colored, the MA 
method in dotted blue colored and the proposed AWLP method in red colored line. The order of LP was 10 in the time 
of investigation. The proposed method was also applied on the continuous speech pronunciation. Figure 6 shows the 
power spectrum of continuous speech signal from a randomly selected voiced portion. 

 

Figure 5 Power Spectrum of Real Vowel /o/ (Male Speaker) 

From the view of Figure 6, it is observed that the spectrum by the AWLP method is commonly closer to that of the true 
power spectrum obtained by FFT from the original speech. This excellent performance of the estimated AWLP method 
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is anticipated from the experimental performance of synthetic vowels as earlier section discussed. These results validate 
that the AWLP method is useful on the real speeches as well. 

 

Figure 5 Power Spectrum of Real Speech (Female Speaker) 

4. Conclusion 

In this research, we suggested an accurate power spectrum and coefficients estimation technique (AWLP) in the 
autocorrelation domain utilizing a WPEF. It is a fresh use of the widely recognized PEF idea. Here, we have conducted 
an experimental comparison of the AWLP method's accuracy in expressing the spectrum envelop of synthetic and actual 
voiced speech with that of direct autocorrelation and the MA approach. The experimental results demonstrate the 
accuracy and efficiency with which the suggested AWLP approach in pitch synchronous analysis calculates the power 
spectrum and coefficients. Even in pitch synchronous analysis, when the analysis segment is less than a pitch period, it 
maintains its stability. Additionally, it functions well in pitch asynchronous analysis. Therefore, if we need to analyze 
both synchronous and asynchronous pitches simultaneously, this would be the best option. 
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