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Abstract 

Web mining has recently grown in popularity as a practical innovation that helps individuals and organizations learn 
from each other's discoveries. When consumers are in the market for a product, mining helps them narrow their options 
by focusing on compressed sentiments rather than wasting time on lengthy surveys and drawing out their own plans. 
Content from surveys is a vital resource for online businesses before customers buy anything. This review covers the 
history, current state, and potential future of sentiment mining and investigation of review spam. Reader opinion can 
be swayed by any review, whether it's positive or negative. Consequently, our endeavor employs an automated system 
for review verification and spam detection. A user can use the proposed DLS-Rev Model to detect and eliminate bogus 
reviews. The research shows a very trustworthy framework that can detect fake content with 100% accuracy and a 
100% extraction rate. The highly pleasing result was obtained by extracting sentiment- and opinion-approved phrases. 
The project's overarching objective is to make the online review system better for everyone by reducing the negative 
impact of spammers. 
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1. Introduction

There is an explosion of data due to the proliferation of internet connections and the dramatic rise in internet usage 
throughout the last decade. "Streaming data" describes this category of big data, which consists of an endless stream of 
data points organized chronologically from earliest to latest [1]. For that reason, data points in streams are not static 
but rather constantly changing. Due to memory constraints and data streams' potentially unlimited size, time window 
models are commonly used for processing.  

When Windows is data-driven, it makes an incremental change estimate every 100 iterations; when it's time-based, it 
makes an estimate, say, every 20 seconds. Most timing windows fall into one of three categories: damped, sliding, or 
landmark [2]. In the sliding window paradigm, every window starts at the same fixed size, w, regardless of the time t. 
What this implies is that every data point in the current window is equally relevant, and that each window selectively 
removes older data points while keeping the most recent ones.  

The landmark window model, on the other hand, takes input going from a time-stamp named landmark all the way up 
to the present moment and processes it by keeping one of its boundaries constant at a specific point in time while letting 
the other follow the progression of time. However, in a damped window model, the data in the stream is given weights 
according to its arrival time. The weights of current data are larger than those of previous data, and these weights 
gradually decrease exponentially over time according to an ageing function. Due to the massive volume of data involved, 
streaming data is susceptible to outliers, or aberrant data points. By "an observation that deviates so significantly from 
other observations as to arouse suspicion that it was generated by a different mechanism," Hawkins [3] meant an 
outlier. These records may be called outliers, anomalies, or deviants in the data mining and statistics literature [4]. It is 
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standard practice to search for data outliers in order to uncover new opportunities and early indicators of risk. The goal 
of identifying outliers is to locate data points that deviate significantly from the norm. Outlier identification over data 
streams is becoming more popular as a result of its many practical applications. The following are some examples of 
potential use cases: healthcare fraud detection, industrial fault detection, early sickness identification in banking and 
finance, and abnormal vital signs detection. Since the data's underlying distribution may not be known in advance, 
outlier detection in data streams presents a formidable challenge.  

So, this process can be carried out offline as well as online when dealing with streaming data. Offline batch processing, 
which involves analyzing a large amount of data all at once, might help us spot anomalies in the past. However, as fresh 
data points are received and outliers are discovered, what is known as real-time processing occurs online. As soon as 
the data is received, it is processed instantly. Using real-time streaming processing, this study employs the sliding 
window layout. Deep neural networks (DNNs) have lately emerged as the preferred method for addressing many 
problems in various domains, including computer vision, network security, natural language processing (NLP), but not 
limited to.  

Their deep architecture allows them to train complex features with many representations, giving them a leg up in these 
domains. Furthermore, DNN's deep architecture solves the problems with scalability, manual feature engineering, and 
generalization to new data changes that plague traditional ML methods. That is why DNN is a good method for detecting 
outliers because of these features [5, 6]. The model is trained using a multi-layer supervised learning method called a 
deep neural network. How many layers are used to describe the data feature extraction process is what the word "deep" 
means. Figure 1 shows the fundamental design of a DNN. In addition to an input layer, it has multiple hidden levels and 
an output layer. The building blocks of several well-known neural networks are layers of neurons; these include CNNs, 
RNNs, and MLPs (multilayer perceptron networks). Layers like these might be stacked, convolutional, recurrent, or fully 
linked. Expressive representations are provided by deep neural networks (DNNs) through the use of intricate 
combinations of computational graph-representable linear and nonlinear functions. "Activation functions" describe 
these types of functions because they determine the output of computational graph nodes (like neurons in a neural 
network) in response to specific inputs. A few popular activation functions are sigmoid, linear, Rectified Linear Unit 
(ReLU), and tanh.  

 

Figure 1 The Deep Neural Network Architecture 

An innovative deep learning-based approach for outlier detection in streaming data is introduced in this research, which 
makes use of a deep neural network (DNN). To find outliers in real-time streaming data, the suggested model is an online 
system based on DNNs that use the sliding window method. According to the suggested model, the DNN consists of an 
input layer, three hidden layers, and an output layer that uses two neurons to label occurrences as either outliers or 
inliers. 
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2. Related work 

There are three main schools of thought when it comes to detecting outliers in data streams: ML, DL, and hybrid methods 
that incorporate elements of both schools [7]. Machine learning, as seen in Figure 2, allows computers to acquire new 
knowledge automatically, without human intervention. In doing so, it is possible for the system to draw on both 
historical and real-time data in order to make choices or predictions about the future [8]. On the other hand, DL is a 
branch of AI that deals specifically with machine learning (ML).  

AI is concerned with programming computers to mimic human intellect and the creation of neural networks for 
supervised, semi-supervised, and unsupervised learning from both organized and unstructured data[9, 10]. It is now 
possible to significantly improve outlier detection performance using deep learning techniques as compared to 
conventional ML methods [11]. At its foundation, deep learning for outlier detection is building feature representations 
or outlier scores using neural networks [12]. Its remarkable learning capabilities for complicated big data models, such 
as graphs, trajectories, high-dimensional streaming, and temporal-spatial data, were recently on display. 

 

Figure 2 Machine Learning, Deep Learning, and Artificial Intelligence 

Many of the current methods for detecting outliers rely on machine learning techniques. Outlier detection for streaming 
data has been the subject of numerous research methodologies in the literature, including cluster-, distance-, 
classification-, kernel-, and ensemble-based approaches [14]. However, there have been several new approaches to 
outlier detection that rely on deep learning. To illustrate the usage of deep neural network activations in a streaming 
situation, a novel approach to identifying concept evolution was introduced in [15] and dubbed DeepStreamCE. A 
framework for anomaly identification using DNNs, including explanations for any anomalies found, is suggested in [16], 
another noteworthy paper. The authors of [17] presented DeepAnT, an unsupervised anomaly detection method that 
relies on deep learning. It consisted of two parts: one for predicting future timestamps (the time-series predictor 
module) and another for identifying abnormal data points (the anomaly detector module). In order to train CNN, 
DeepAnT uses raw data without filtering out outliers. They used a max-pooling layer after two convolutional layers. In 
order to enhance data for convolutional neural network (CNN) time series anomaly detection, a new article suggests 
taking advantage of frequency domain amplitude and phase spectra disruptions. In some cases, researchers find that 
combining ML and DL procedures into hybrid strategies helps them generate better models. Particularly, an ML 
predictor is examined by each of these methods after DL methods are examined for complexity and feature reduction. 

One example is the employment of the encoder component of autoencoder (AE) in a hybrid approach that combines it 
with the random forest technique [18]. Another hybrid method was developed by Marir et al., who used the ensemble 
methodology and voting to combine DBN with SVM. In addition, Yan et al. presented an additional hybrid idea that 
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combined sparse autoencoder with support vector machine (SVM), although this approach failed to identify minority 
outlier labels. An unsupervised anomaly detection framework called FuseAD was suggested in [19]. It integrates 
methods from deep learning with statistics. An auto-regressive moving average (ARIMA) algorithm and a convolutional 
neural network (CNN) were employed by the system to identify outliers in the real-time sensor data.  

A new study suggests mixing anomaly detection with federated learning and data streams as a means to further the 
development of federated learning (FL), a subfield of artificial intelligence and machine learning. Prior work on outlier 
identification using deep neural networks has not yet achieved high accuracy, precision, recall, and other metrics while 
minimizing false alarm and miss rates. The outlier detection problem has relied heavily on machine learning techniques 
for quite some time. 

 Nevertheless, deep learning outperforms machine learning in this area. Machine learning has numerous shortcomings, 
such as its inefficiency when it comes to handling new characteristics compared to a preset set of features. But there 
has been surprisingly little study on using deep learning to spot outliers in streaming data. Researchers have developed 
effective models for outlier detection using DL approaches such as Deep Belief Networks (DBN), Autoencoders (AE), 
Generative Adversarial Networks (GAN), Convolutional Neural Networks (CNN), and Deep Neural Networks (DNN) [20].  

3. Methodology 

3.1. The proposed DNN model 

The three-step approach for outlier identification over stream using the proposed DNN model is as follows: data 
preparation, DNN training, and determination. The proposed DNN-based model's workflow is illustrated in Figure 3. 
The next sections offer an in-depth examination of the approach that was employed to develop the DNN-based outlier 
detection model. 

 

Figure 3 The Outlier Detection Model that is suggested to be built on DNN 

3.2. Data preprocessing phase 

Data preparation is a crucial step in improving the quality of data, which in turn facilitates the extraction of valuable 
insights from the data. Outlier detection models typically begin with data preparation, which involves cleaning and 
preparing raw data for use in creating and training DNN-based models. The five steps that make up this phase are: 
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• Importing the dataset 
• Datasets brought in from the stream systems are used. 
• Handling missing values of data 

Information technology plays a crucial role in accurately identifying and handling missing values. This is due to the fact 
that conclusions derived from data can be significantly affected by missing data.  

Therefore, if a variable is numerical or categorical and has no values, we shall fill them in accordingly. When numerical 
data is absent, the variable mean is utilized to fill the gaps. We substitute the variable mode if it's categorical. This 
eliminates any potential bias caused by missing values in an unbiased manner. 

3.2.1. Encoding categorical data 

Deep neural networks mostly function on numerical data. Therefore, numerical representations are given to these 
category variables. For such conversion, the One-Hot Encoding technique is utilized. 

4. Results and discussion 

Anomaly detection in data streams using the suggested DNN-based model was tested in an experimental setting. For 
more precision, we used the classification accuracy and the previously mentioned criteria to test the model's decision-
making capability. Two more DL methods, DeepAnt and RobustTAD., are compared to the suggested DNN-based model.  

As the outlier ratio rises, DeepAnt and RobustTAD's detection ability degrades noticeably. But even when faced with 
challenging datasets like Cardiotocography and Annthyroid, the suggested model maintains its robustness. Figures 5 
and 6 also show the results of the performance measures. With accuracy scores of 98.354% for the Breast-Cancer 
dataset, 98.644% for the Annthyroid dataset, 99.241% for the Musk dataset, and 99.631% for the Cardiotocography 
dataset, the suggested model surpassed the other two DL techniques.  

DeepAnt, on the other hand, had scores of 91.037%, 93.618%, 90.392%, and 90.816%. The suggested model's accuracy 
in predicting outlier data on the evaluated datasets was 98.579%, 98.853%, 98.903%, and 99.702%, respectively. Also, 
compared to DeepAnT and RobustTAD, the suggested model scored better on recall, F1-score, and specificity metrics. 

 

Figure 4 Various DL Methods' Performance Metrics on Various Benchmark Datasets 
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Figure 5 Evaluation Criteria for Various DL Algorithms (FAR and FNR) 

Figure 5 displays a comparison of the proposed model's FNR and FAR performance with two other DL-based techniques, 
namely DeepAnT and RobustTAD. When compared to alternative approaches, the proposed model yielded noticeably 
reduced FNR and FAR values. Even though it maintained an extremely high detection rate, the false alarm rates were 
3.456%, 2.966%, 2.50%, and 2.318%, respectively. The competing models clearly do a poor job of detecting outlier data, 
since their FNR and FAR rates are higher. The proposed approach outperformed the other two on more complicated, 
higher-dimensional datasets, in contrast to the simpler, lower-dimensional datasets, such as the Breast-Cancer dataset. 
Our suggested model outperforms the state-of-the-art alternatives on two datasets—Musk, which contains the most 
features, and Annthyroid, which includes the most occurrences. Nevertheless, the suggested model outperforms the 
state-of-the-art models on both the outlier-light Musk dataset and the outlier-heavy Cardiotocography dataset. The 
following tests evaluate the suggested model in comparison to popular ML techniques including Random Forest, KNN, 
and SVM. Table 5 provides an overview of the complete experiment using only the Musk and Annthyroid datasets. Due 
of their extremely high dimensionality, we chose these datasets. The suggested DNN-based model outperforms 
conventional ML methods in every respect, thanks to the superior performance of DL methods (Fig. 6).  

 

Figure 6 Evaluation of the suggested Model and Other ML Techniques 
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5. Conclusions and future work 

Using deep neural networks (DNNs), this study effectively classifies data flows as either typical or abnormal, presenting 
a new paradigm for outlier detection in streaming data environments. Experiments utilizing several real-world datasets 
showed that the suggested model had a false alarm rate of 2.3% to 3.4%, which was lower than two state-of-the-art DL 
methods. It was also demonstrated that the framework could detect outliers with a recall (or detection rate) of 97-99%. 
Plus, the proposed model was noticeably better than the conventional ML techniques. However, the current proposed 
approach isn't totally inadequate because of how long it takes to train the model and how much it focuses solely on 
finding global outliers.  We intend to build upon this work in future iterations by extending it to multiclass classification 
scenarios and solving the outlier identification issue in data streams with the help of new DL approaches. Furthermore, 
we want to address the contextual outlier issue. 
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