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Abstract 

The Kepler exoplanet mission was designed specifically to search the Milky Way galaxy for numerous small planets the 
size of Earth that are either in or close to the habitable zone. An exoplanet is a planet that orbits stars outside of our 
solar system. The dataset, which was gathered from the Kaggle website, has 50 columns and 9564 samples. The target 
variable in the dataset, KOI-disposition, comprises candidate, false positive and confirmed data. We discovered that 
5000 samples out of 9564 samples were false positives; each confirmed sample had 2282 candidates. While there are 
many stars and planets in the Milky Way galaxy, we have only looked at a small number of them. In order to search for 
exoplanets beyond our stellar atmosphere, we have employed machine learning algorithms on stars and planets, such 
as decision trees, random forests, KNN classification, and Naive Bayes classification. 
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1. Introduction

2009 saw the launch of the NASA-built satellite known as the Kepler Space Observatory. The telescope is dedicated to 
searching for exoplanets in star systems beside our own, with the ultimate goal of possibly finding other habitable 
planets besides our own. The mission's findings yielded information on a broad spectrum of planets and planetary 
systems orbiting one or more stars with varying sizes, temperatures, and ages [1]. The insights from earlier studies on 
leaf disease classification with machine learning algorithms are presented at this part. The section begins by explaining 
the underlying theory of machine learning algorithms [2-12]. The majority of machine learning Algorithms used for 
prediction as well as classification is then explored. Deep learning and optimization algorithms researches are also 
conducted by the image classification. The readers can get the idea of machine learning and deep learning in details 
from the papers [13-19]. 

The telescope has been operational since 2014 on a "K2" extended mission; however, the original mission ended in 2013 
due to some technical issues. As part of its extended mission, the telescope is still operational and continues to gather 
new data. Our project's primary goal is to search for exoplanets using kepler data to obtain the target variable, 
koi_disposition, which contains false positive, confirmed, and candidate. koi_slogg, koi_impact, koi_depth, koi_period, 
koi_duration, koi_impact, and koi_score. Estimates of parent distributions are highly uncertain until the effects of these 
biases are accurately identified and the entire range of orbital periods is taken into account. 

This article explains the initial attempts to use machine learning algorithms for classifying the Kepler Exoplanet. Section 
4 concludes by classifying the feasibility of machine learning algorithms in an effort to offer a better solution. 
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2. Machine Learning Model 

Machine learning is an artificial intelligence approach and a subfield of computer science. This method has the benefit 
of allowing a model to address issues that are not amenable to explicit algorithms, and it can be applied in multiple 
domains. A thorough analysis of various deterministic and machine learning techniques for predicting food, crop yield, 
weather, and hepatitis is provided in [20-28].  Even in situations where representation is not feasible, machine learning 
models identify relationships between inputs and outputs; this characteristic allow the use of machine learning models 
in many cases, for example in data mining and forecasting problems, spam filtering, classification problems, and pattern 
recognition. Because one must work with large datasets and machine learning models can handle pre-processing and 
data preparation, the classification and data mining aspects of this field are especially intriguing. Following this stage, 
forecasting issues can be solved using the machine learning models. 

2.1. Decision Tree 

A decision tree is a type of decision support tool that shows potential decisions, outcomes, or reactions using a model 
or chart that resembles a tree [29]. 

2.2. Random Forest  

The random forest is a model made up of many decision trees. This algorithm combines the output of multiple decision 
trees to generate the final output [24, 30]. 

2.3. K-Nearest Neighbors (KNN)  

One of the most basic machine learning algorithms for regression and classification problems is K-Nearest Neighbors 
(KNN). Using similarity metrics, KNN algorithms classify new data points using existing data. An efficient machine 
learning technique for both regression and classification problems is K-nearest neighbors, or CNN. The idea behind KNN 
is to use the distance between an unknown sample and the K closest samples in the training set to classify it. The process 
of classification involves designating the most prevalent class among the K closest neighbors. Because KNN is a lazy 
learning algorithm, all that needs to be done for training is storing the training data. KNN is quick and memory-efficient 
because the real classification or regression of fresh samples is done at the prediction stage. KNN can handle both linear 
and nonlinear data, and it is simple to comprehend and apply. Nevertheless, the selection of K, the size of the features, 
and features that are not relevant can affect how well it performs. Unlabeled observations are classified using a KNN 
classifier by putting them in the same class as the labeled examples that are the closest to them. Both the training and 
test dataset's characteristics are gathered. For instance, the crunchiness and sweetness of fruit, vegetables, and grains 
can be used to identify them [31]. 

3. Results and Discussion 

For this project, gathering datasets is essential. We have gathered 9564 samples and 50 feature columns from the Kaggle 
website. Our goal in using this dataset is to find the exoplanet, so we have tried a number of different algorithms. We 
have been using Google Colab to run the program for experimental purposes. Regression modeling has been used by 
many to analyze this dataset, but since exoplanets are in categorical format, we considered classification [32]. The 
accuracy of all machine learning model for classifying the Kepler Exoplanet is shown in Table 1. 

Table 1 Classification Results Using Machine Learning Models 

Machine Learning Classification Models Accuracy of the Model (%) 

KNN 67% 

Decision Tree 82% 

Random Forest 86% 

From the above table, we can easily conclude that Random Forest model has the best accuracy in comparison with other 
implemented machine learning models. The accuracy score of Random Forest as well as accuracy score also found out 
to be maximum. 
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4. Conclusion  

This paper is a companion work to an experiment conducted on a dataset containing kepler object of interest data.  
Features seen from the Kepler satellite are included in the dataset. With the aid of this dataset, we can visualize the data 
and gain a thorough understanding of it through basic data analysis exploration. The machine learning models were 
chosen based on how well the model would perform in a binary classification when compared to other experiments 
under similar conditions. Cross-validation was used to run the models flawlessly and determine the ideal meta-
parameters for each model. The Kepler mission determined the number of stars that supported planets and, more 
importantly, estimated the frequency of planets similar to Earth. 
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