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Abstract 

Climate related hazards are challenging vulnerable communities and decision makers at any mitigation and adaptation 
planning stage. Accurate knowledge on projected climate variables such as rainfall is crucial in setting efficient 
adaptation strategies. The present study seeks to determine an optimum model to predict rainfall patterns within Fada 
N’Gourma. To this end, the autoregressive integrated moving average model (ARIMA) were fit to the monthly rainfall 
record for Fada N’Gourma meteorological stations spanning from 1981 to 2021.  Then, the Box-Jenkins method has been 
applied under R programming language to identify the appropriate ARIMA (𝑝, 𝑑, 𝑞) ∗ (𝑃, 𝐷, 𝑄) model that fits the rainfall 
records. The stationarity of the dataset has been checked based on Augmented Dicky fuller test. The best model used to 
predict the next ten-year rainfall was selected based on Akaike information criterion (AIC) and Bayesian information 
criterion (BIC). The efficiency of the model was evaluated by the root mean square errors (RMSE) and the mean squared 
error (MSE). The results demonstrate that the ARIMA model (5,0,0)(2,1,0)[12] is an appropriate forecasting tool to 
predict the monthly rainfall across Fada N’Gourma.  Base on this model, rainfall forecast for 10 years was then achieved. 
The Mann-Kendall trend test for the projected rainfall shows a z = 0.89 and a value of Sen's slope up to 0.88 depicting 
an increasing trend of the annual rainfall within Fada Gourma by 2030.  
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1. Introduction

Hydrological processes are highly dependent on rainfall [1, 2]. Indeed, Cristiano et al. [3] rightly emphasized that 
hydrological processes are characterized by high variability in space and time concordantly to rainfall changes. 
Additionally, Van Loon et al. [4] stated that a deficit in rainfall strongly influences the hydrological regimes of streamflow 
worldwide. Addressing historical, current and future rainfall features remains a tremendous endeavor for water 
resources managers. Niemczynowicz et al. [5] reported that sufficient information related to the spatial distribution of 
short-term rainfall is required to reduce the uncertainties in urban runoff estimation. In Burkina Faso, nearly 80% of 
population is involved in agriculture. However, over the last few decades, the country’s food security and economic 
developments are exacerbated by climate change and its variability as reported by influential papers [6, 7]. Many studies 
have dealt with rainfall modeling in Burkina Faso [8, 9, 10]. A few of them is discussed briefly. Ibrahim et al. [11] applied 
a linear regression model to forecast rainfall data for 2021 to 2050. They found high uncertainties in the projected 
change in annual rainfall for West Africa. Messager et al. [12] used the hydrologic model (ABC) to model observed and 
simulated rainfall over the Sirba watershed. The overall result has revealed that the representation of daily rainfall was 
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not sufficiently accurate to simulate the hydrologic response of the watershed. Geetha et al. [13] stated that forecasting 
is a complex phenomenon bounded of uncertainties and characterized by the ability to determine a system features in 
the future.  According to Petropoulos et al. [14], forecasting has always been at the cutting edge of decision making and 
planning. Indeed, in water related sectors for instance, rainfall forecasting provides relevant insights for decisions 
making [15,16,17,18]. Therefore, rainfall forecasting is crucial for mitigation and adaptation strategies both in flash 
flood regions and in drought proned areas since it helps to design anticipated plans that could be implemented to avoid 
lives and economic losses. In addition, rainfall forecasting is essential for efficient water resource planning and 
management [19, 20, 21]. However, weather forecasting is still challenging researchers [22, 23, 24].There are several 
methods pertaining to time series forecasting. French et al. [25] applied a neural network to forecast rainfall intensity 
fields in space and time. Fahad et al. [26] applied a deep forecasting model based on optimized Gated Recurrent Unit 
(GRU) neural network to predict rainfall in Pakistan based on the 30 years of climate data from 1991 to 2020. Hossain 
et al. [27] applied a linear multiple regression (MR) models to forecast rainfall in Australia. In Burkina Faso, a large body 
of literature has been concerned with rainfall forecasting [28, 29, 30, and 31]. The main purpose of this work is to 
identify the optimum model for predicting Fada N’Gourma rainfall.  For this purpose, the , Autoregressive Integrated 
Moving Average (ARIMA) method has been applied to monthly rainfall data covering the period 1981-2021 in order to 
forecast rainfall in Fada N’Gourma. 

2. Materials and Methods 

2.1. Presentation of the study Area and Rainfall Data 

The present study was conducted in Fada N’Gourma located in eastern Burkina Faso. Geographically, Fada N’Gourma is 
bounded by latitude 12° 4′ 0″ Nord and longitude 0° 21′ 0″ East with an elevation of 309m. Fada N’Gourma is in the 
Soudano Sahelian zone characterized by a short rainy season spanning from May to September with a peak generally in 
August and a long dry season spanning from October to April. Fada N’Gourma is characterized by an annual mean 
temperature of 28.9°C, an annual mean relative humidity of 50.4%. The major soils groups present within Fada 
N’Gourma are tropical ferruginous soils, unsuitable for agriculture, hydromorphic pseudo-gley soils and poorly evolved 
pseudo-gley alluvial soils [32]. The vegetation is dominated by tree and shrub savana. The 2019 census of the population 
had recorded 437,310 inhabitants within the study area of which women represent the largest proportion with a rate 
of 51.8% compared to 48.2% of men [33]. A monthly rainfall record from 1981 to 2021 is applied in the framework of 
this study.  

 

Figure 1 Study Area 

2.2. ARIMA model 

Box and Jenkins [34] suggested the ARIMA model for time series analysis and prediction based on the conversion of a 
non-stationary time series into a stationary time series. The main advantage of this model is its ability to detect seasonal 
changes and consider serial correlation within the time series [35]. The model has three components, which are the 
autoregressive component (AR), the moving average component (MA), and the combination of both parts integrated in 
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the model by the differencing order.  Filder et al. [36 ]  stated that applying ARIMA models on any time series show 
patterns with no random white noise and non-seasonal.  In addition, Ariyo et al. [37] highlighted that ARIMA models 
generate short-term forecasts with efficient capability outperformed complex structural models. In the ARIMA (p, d, q) 
model, p represents the autoregressive term, d refers to the trend term, and q stands for the moving average term.  

2.3. Autoregressive (AR) model 

In the ARIMA model, the acronym ‘AR (p)’ in ARIMA model stands for the Autoregressive model of order (p). ‘AR’ is 
represented by the following formula: 

𝑥𝑡 =∑∅𝑗𝑥𝑡−1

𝑝

𝑗=1

+ 𝜀𝑡 

Where: 

x represents the observation at time t, 
∅𝑗  stands for the jth autoregressive parameter. 

𝜀𝑡 is the independent random variable representing the error term at time t 
 𝑥𝑡−1 stands for the time series at the time (t-1), p = order of autoregressive process. 

2.4. Moving-average (MA) model 

In the ARIMA model, MA (q) is identified as a moving average model of the order q and is given by: 

𝑥𝑡 = 𝜀𝑡  −∑𝜃𝑗𝜀𝑡−1

𝑞

𝑗=0

 

Where: 𝜃𝑗  is the jth moving average parameter 

q is the order of the moving average process 

The following equation shows the expression of the future value of any variable in ARIMA model which is a combination 
of linear to the past values and errors: 

 

𝑌𝑡 = ϕ0 + ϕ1𝑌𝑡 − 1 + ϕ2𝑌𝑡 − 2+. . . +ϕ𝑝𝑌𝑡 − 𝑝 + 𝜀𝑡 − θ1𝜀𝑡 − 2−. . . −θ𝑞𝜀𝑡 − 𝑞 

Yt stands for the actual value, 
 𝜀𝑡  refers to the random error at t, 
ϕi and θj represent the coefficients,  
p and q are integers that are often referring respectively to autoregressive and moving average.  

ARIMA method was adopted in this study which involved model identification, parameter estimation and diagnostic 
checking (residual analysis), and the forecasting.  

2.5. Model Identification  

ARIMA model requires stationary time series.  Thus, checking the stationarity of the data is the first step in ARIMA 
forecasting. To achieve this, an estimation of the orders (p, d, and q) for the autoregressive and the moving average 
components of the model is required. A time series is stated stationary when the values of a parameter fluctuates around 
a constant mean and variance independently of time. During the process of model identification, the non-stationary data 
are converted to a stationary series through a differencing procedure that allow to identify the accurate value of d.  
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2.6. Model Estimation 

Model estimation is an important step in ARIMA modeling. During this process, the technique of maximum likelihood 
estimation (MLE) is applied to attempt to identify the accurate model for the forecasting. The principle of maximum 
likelihood parameter estimation is to find the parameter values that make the observed data most likely [38, 39, 40]. 

2.7. Model Checking 

The aim of the model checking is to check the model for adequacy.  The Ljung-Box Q statistic provides an overall check 
of the model adequacy. Indeed, the Ljung–Box test is a type of typical statistical test of whether any autocorrelation of a 
time series is different from zero. The Ljung–Box Q statistic is given as: 

𝑄𝑚 =  𝑛(𝑛 + 2)∑
𝑟𝑘
2(𝑒)

𝑛 − 𝑘

𝑚

𝑘=1

 ~  𝑋𝑚−𝑟
2        

Where:   rk(e) stands for the residual autocorrelation at lag k; 

n is the number of residuals; 

m indicates the number of time lags included in the test; 

In addition to the Ljung-Box Q statistics, a multi-criterion performance evaluation was  applied using Augmented 
Dickey-Fuller (ADF) test, Root Mean Square Error (RMSE) and Mean Absolute Error (MAE).  

The RMSE and MAE are given by:  

𝑅𝑀𝑆𝐸 = √
   ∑ (𝑡(𝑘)−𝑎(𝑘)2)𝑁

𝑘=1

𝑁
                       𝑀𝐴𝐸 =

1

𝑁
∑ |𝑡(𝑘) − 𝑎(𝑘)|𝑁
𝑘=1  

The forecasting was further extended by estimating the Mann–Kendall parameter and the Sen's Slope value. The Mann–
Kendall and the Sen's Slope estimator tests are both widely used in determining   trend and magnitude in time series [ 
41,42, 43]. Mann-Kendall is a non-parametric trend test expressed as follows: 

𝐙𝐬 =

{
 
 

 
 

𝑺 − 𝟏

√𝑽𝒂𝒓(𝑺)
,            𝑺 > 𝟎

𝟎,                         𝐒 = 𝟎
𝑺 + 𝟏

√𝑽𝒂𝒓(𝑺)
,          𝑺 < 𝟎

 

A positive Zs value indicates an upwarding trend while a negative Zs shows a downwarding trend. 

The Sen’slope non-parametric test is estimated based on the following the equations: 

𝛃𝐢 = 𝐌𝐞𝐝𝐢𝐚𝐧    [
𝐱𝐣−𝐱𝐤

𝐣−𝐤
]     ∀ (k < j) 

Where:  

 Xj and Xk correspond to the values data at time j and k, respectively, and time j stands for the value data after time k (k 
≤ j).  Therefore, the median of “n” values of βi refers to the Sen's slope estimator test where negative βi value highlighting 
a downwarding trend while positive βi value shows a rising trend. 

3. Results and Discussion 

3.1. Data analysis 

The figure 2 provides the decomposition of Fada N’Gourma monthly rainfall time series. As stated by [44] a time series 
decomposition is widely used in many fields including economics, finance, managing production operations, analysis of 
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political and social policy sessions. According to Bandara et al. [45] time series decomposition facilitates forecasting. A 
time series decomposition is expressed by:   

Yt = Tt + St + Rt  

Where Tt represents the trend component, St Stands for the seasonal component, and Rt refers to the random 
component or noise.  

The plot shows considerable variation in rainfall amount over the years. This time series displays a very cyclical 
component of the rainfall within the study area. 

 

Figure 2 Time series plot of Fada N’Gourma monthly  rainfall 

Figure 3 illustrates the decomposition of the time series data into four components (trend, seasonality, random and 
observed). This decomposition shows that the time series has a seasonal pattern with high a variability across years.  A 
slight increase in observed during the last decade. The rainfall has a unimodal trend characterized by a dry season 
lasting from January to May and a rainy season lasting from June to September.  

 

Figure 3 Illustration of additive time series decomposition for monthly rainfall at Fada N’Gourma station 

Figure 4 provides the adjusted monthly rainfall plot at Fada N’Gourma station. The result shows that rainfall has a 
seasonality pattern without any trends occurring; the higher value of rainfall is reached in August and the dry season 
lies from September to May. This pattern has been always repeated yearly from 1983 to 2021. 
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Figure 4 Illustration of adjusted monthly rainfall at Fada N’Gourma station 

The Figure 5-a) presents the correlogram of the auto-correlation function (ACF) for lags 1 to 20 of the first order 
differenced time series of the rainfall patterns within the study area. ACF is defined as a graph showing the correlation 
between the points in a dataset.  In ACF, the correlation coefficient is in the y-axis whereas the number of lags is shown 
in the x-axis. The ACF plot of the monthly rainfall in Fada N’Gourma shows a positive correlation at lag 1, 2 and at lag 10 
until lag 14.  On another note, negative correlation is found for lag 3 to 9 and lag15 to 20.  The Figure 5-b) represents 
the plot of Partial Auto-Correlation Function (Pacf) for lags 1 to 20 of the first order differenced time series of Fada 
N’Gourma meteorological station rainfall records. Partial autocorrelation refers to a summary of the relationship 
between observations in a dataset with observations at prior time steps with the relationships of intervening 
observations removed. In Pacf, the correlation coefficient is in the y-axis whereas the number of lags is shown in the x-
axis. The Pacf plot of the monthly rainfall in Fada N’Gourma shows a positive correlation at lag 1 and 11 until lag 15.  
Futhermore, negative correlation is found for lag 2 to 9 and lag16 to 20. Both ACF and Pacf are confirming the seasonal 
behavior of the time serie analysed.  

a) 

 
b) 

Figure 5a) Autocorrelation function plot of Monthly Rainfall in Fada N’Gourma. Figure 6b): Partial Autocorrelation 
function plot of Monthly Rainfall in Fada N’Gourma 

The coefficients of the autocorrelation function and the partial autocorrelation for the twenty lags are provided in table 
1. A positive correlation indicates that large current values correspond with large values at the specified lag while a 
negative correlation indicates that large current values correspond with small values at the specified lag. However, the 
absolute value of a correlation is a measure of the strength of the association, with larger absolute values indicating 
stronger relationships. Strong correlations (> 0.6) are detected for lag 1, 11 and 12 as far as ACF is concerned while in 
Pacf the strong correlation is only detected at lag 1. 

Table 1 ACF and PACF coefficients by lags for the monthly rainfall in Fada N’Gourma 

Lag ACF PACF Lag ACF PACF 

1 0.606   0.606  11 0.604   0.188   

2 0.249 -0.186  12 0.774   0.354   

3 -0.107 -0.282  13 0.577   0.053   

4 -0.370 -0.235  14 0.264  0.049   
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5 -0.510 -0.211  15 -0.061  0.063  

6 -0.577 -0.309  16 -0.356  -0.062   

7 -0.521 -0.293  17 -0.506 0.000  

8 -0.368 -0.320  18 -0.573  -0.023 

9 -0.085   -0.214 19 -0.514  -0.016  

10 0.275   -0.031   20 -0.347 -0.033 

 

3.2. Test for stationarity: Augmented Dickey-Fuller Test 

Dickey–Fuller test has been suggested by [46] in order to examine the null hypothesis of ARIMA against stationary and 
alternatively. ADF test is the extended version of Dickey Fuller test and is commonly used to test the unit root. The ADF 
statistic, used in the test, is a negative number. The more negative it is, the stronger the rejection of the hypothesis that 
there is a unit root at some level of confidence. The ADF test result, as obtained upon application, shows  a Dickey-Fuller 
value of  -15.592 at lag order = 17 and a p-value of 0.01  and confirms the stationarity in the data.  

3.3. Correlogram and Partial Correlogram of residuals 

The figure 6 below displays the correlogram of the auto-correlation function (ACF) and Partial auto-correlation function 
(Pacf) resulting from the residuals. The ACF plot of residual shows a positive correlation at lag 9, 10, 11, 15 and lag 17 
to lag 20.  Negative correlation is detected for lag 3 to 8 and lag 12, 13 and 16. The Pacf plot of the residuals shows a 
positive correlation at lag 9, 10, 11, 14 ,15, 17, 18 and 20 while negative correlation are depicted in lag 4, 5, 6, 8 ,12, 13, 
16 and 19. Therefore both ACF and Pacf for residuals are confirming the seasonality of the time series. 

  

A B 

Figure 6 a) Plot of  Acf’s  residuals from ARIMA (5,0,0)(2,1,0)[12] model; b) Plot of the  Pacf’ residuals from ARIMA 
(5,0,0)(2,1,0)[12] model. 

The table below shows the values of the correlation resulting from the residuals. The absolute value of the correlation 
for each stage is almost zero (0) depicting a weak association among the variables. Indeed, no significant correlation 
can be identified. The correlation within the time series is therefore remove and the data can be applied for the 
forecasting as required in ARIMA modeling.  

Table 2 Residuals ACF and PACF coefficients by lags for the monthly rainfall in Fada N’Gourma 

Lag ACF PACF Lag ACF PACF 

1  0.001  0.001 11  0.013  0.013 

2 -0.001 -0.001 12 -0.096 -0.099 

3 -0.001 -0.001 13 -0.091 -0.094 

4 -0.006 -0.006 14  0.006  0.003 



World Journal of Advanced Research and Reviews, 2023, 20(03), 251–262 

258 

5 -0.008 -0.008 15  0.084  0.092 

6 -0.036 -0.036 16 -0.025 -0.022 

7 -0.002 -0.001 17  0.052  0.053 

8 -0.055 -0.055 18  0.015  0.012 

9  0.036  0.036 19  0.004 -0.006 

10  0.072  0.071 20  0.030  0.013 

 

Table 3. presents the The ARIMA model (5,0,0)(2,1,0)[12] was selected as the appropriate model after assessing its 
performance and analyzing its residuals.  

Table 3 Fitting models using approximation 

Fitting models using approximations 

ARIMA(2,0,2)(1,1,1)[12] WD Inf ARIMA(3,0,1)(2,1,1)[12] WD Inf 

ARIMA(0,0,0)(0,1,0)[12] WD 54377.93 ARIMA(3,0,1)(1,1,1)[12] WD Inf 

ARIMA(1,0,0)(1,1,0)[12] WD 53241.3 ARIMA(3,0,0)(2,1,0)[12] WD 52050.21 

ARIMA(0,0,1)(0,1,1)[12] WD Inf ARIMA(4,0,1)(2,1,0)[12] WD 52025.36 

ARIMA(0,0,0)(0,1,0)[12]                      54375.93 ARIMA(4,0,1)(1,1,0)[12] WD 53133.52 

ARIMA(1,0,0)(0,1,0)[12] WD 54360.64 ARIMA(4,0,1)(2,1,1)[12] WD Inf 

ARIMA(1,0,0)(2,1,0)[12] WD 52094.06 ARIMA(4,0,1)(1,1,1)[12] WD Inf 

ARIMA(1,0,0)(2,1,1)[12] WD Inf ARIMA(4,0,0)(2,1,0)[12] WD 52045.31 

ARIMA(1,0,0)(1,1,1)[12] WD Inf ARIMA(5,0,1)(2,1,0)[12] WD 51999.64 

ARIMA(0,0,0)(2,1,0)[12] WD 52092.72 ARIMA(5,0,1)(1,1,0)[12] WD 53036.78 

ARIMA(0,0,0)(1,1,0)[12] WD 53247.92 ARIMA(5,0,1)(2,1,1)[12] WD Inf 

ARIMA(0,0,0)(2,1,1)[12] WD Inf ARIMA(5,0,1)(1,1,1)[12] WD Inf 

ARIMA(0,0,0)(1,1,1)[12] WD Inf ARIMA(5,0,0)(2,1,0)[12] WD 52043.11 

ARIMA(0,0,1)(2,1,0)[12] WD 52092.81 ARIMA(5,0,2)(2,1,0)[12] WD Inf 

ARIMA(1,0,1)(2,1,0)[12] WD 53237.15 ARIMA(4,0,2)(2,1,0)[12] WD 52025.28 

ARIMA(1,0,1)(1,1,0)[12 WD 53237.15 ARIMA(5,0,1)(2,1,0)[12]   51997.84 

ARIMA(1,0,1)(2,1,1)[12] WD Inf ARIMA(5,0,1)(1,1,0)[12]  53034.96 

ARIMA(1,0,1)(1,1,1)[12] WD Inf ARIMA(5,0,1)(2,1,1)[12]  Inf 

ARIMA(2,0,1)(2,1,0)[12] WD 52053.81 ARIMA(5,0,1)(1,1,1)[12]  Inf 

ARIMA(2,0,1)(1,1,0)[12] WD Inf ARIMA(4,0,1)(2,1,0)[12]  52023.36 

ARIMA(2,0,1)(2,1,1)[12] WD Inf ARIMA(5,0,0)(2,1,0)[12]  52041.11 

ARIMA(2,0,1)(1,1,1)[12] WD Inf ARIMA(5,0,2)(2,1,0)[12]  Inf 

ARIMA(2,0,0)(2,1,0)[12] WD 52078.94 ARIMA(4,0,0)(2,1,0)[12]  52043.32 

ARIMA(3,0,1)(2,1,0)[12] WD 52049.76 ARIMA(4,0,2)(2,1,0)[12]  52023.37 

ARIMA(3,0,1)(1,1,0)[12] WD Inf    
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The re-fitting model without approximations provided in table 2 shows that ARIMA (5,0,0)(2,1,0) with non-zero mean 
of 52145.24 is the best model for rainfall prediction within Fada N’Gourma.  

Table 4 Re-fitting models without approximations 

Re-fitting the best model(s) without approximations 

ARIMA(5,0,1)(2,1,0)[12]  Inf 

ARIMA(5,0,1)(2,1,0)[12 with drift          Inf 

ARIMA(4,0,1)(2,1,0)[12  Inf 

ARIMA(4,0,2)(2,1,0)[12]                      Inf 

ARIMA(4,0,2)(2,1,0)[12]         with drift          Inf 

ARIMA(4,0,1)(2,1,0)[12 with drift          Inf 

ARIMA(5,0,0)(2,1,0)[12  52145.24 

The maximum likelihood estimates of the ARIMA (5,0,0)(2,1,0)[12] model and their standard errors are presented in 
Table 5. The Ljung–Box test is a type of typical statistical test of whether any autocorrelation of a time series is different 
from zero. The Ljung–Box test at lag 8 for Fada rainfall station shows x2 = 21.803, df = 8 and p-value = 0.005294.  

Table 5 Maximum likelihood estimates of the ARIMA (5,0,0)(2,1,0)[12] model and their standard errors  

Coefficients ar1 ar2 ar3 ar4 ar5 sar1 sar2 

Estimate -0.0261 -0.0618 -0.0775 -0.0280 0.0305 -0.6514 -0.4475 

Standard Error 0.0143 0.0142 0.0142 0.0143 0.0142 0.0129 0.0129 

 

3.4. Performance evaluation criteria and trend assessment 

Table 6 provides information of the goodness-of-fit statistics for the ARIMA(5,0,0)(2,1,0)[12]  model. The statistical 
indicators ME= -0.05, RMSE = 45.23, MAE = 28.02, MASE = 0.86 and ACF1= 0.001. The study revealed that 
ARIMA(5,0,0)(2,1,0)[12] model can be used as an appropriate forecasting tool to predict the monthly rainfall in Fada 
N’Gourma.   

Table 6 Value of performance evaluation criteria  

 ME RMSE MAE MASE ACF1 

Training set -0.05 45.23 28.02 0.86 0.001 

 

The ARIMA(5,0,0)(2,1,0)[12] is used  to forecast the future values of the rainfall within Fada N’Gourma. The table 7 
shows the forecast for the next 10 years.  

Table 7 10-Year forecasting for  Fada N’Gourma rainfall 

Year Pr(mm) Year Pr(mm) 

2021 676.604078 2026 683.895678 

2022 718.384769 2027 686.672948 

2023 670.202231 2028 690.837555 

2024 684.020538 2029 686.881626 

2025 697.243504 2030 687.594675 
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Table 8 provides the results of the Mann-kendall and Sens’slope test. With a Z value of 0.89, the Mann Kendall test results 
show an increasing trend of rainfall over Fada N’Gourma up to 2030. The magnitude of the decrease is indicated by the 
sens’ slope value, which is 0.88. Both trend statistic confirm a silght increase of rainfall within Fada N’Gourma by 2030.  

Table 8 Values of the Sen’s slope et Mann Kendall estimator for forecasted rainfall within Fada N’Gourma. 

Sen’s slope 

z p-value Sen's slope 

0.894 0.37 0.88 

MANN KENDALL 

z p-value Kendall Tau 

0.894 0.37 0.244 

4. Conclusion 

Monthly rainfall has been investigated for Fada N’Gourma based on ARIMA forecasting model. Data spanning over a 
period of 1981 – 2022 was used to develop and test the models. The stationarity of the dataset has been checked based 
on Augmented Dicky fuller test. The study reveals that the best ARIMA model for monthly rainfall in Fada N’Gourma is 
the ARIMA (5,0,0)(2,1,0)[12]. The results highlited significant values of the statistical indicators. Base on ARIMA 
forecasting, the next ten years will be characterized by a slight upwarding trend of rainfall within the study are.  This 
study reveals that ARIMA model can be selected as an appropriate forecasting tool to significantly predict the rainfall 
within Fada N’Gourma. The results may help in decision making.  
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