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Abstract 

Nowadays, one of the most commonly used construction materials is concrete. As a building material, concrete can be 
deformed under various conditions and cracks can form on this material. Depending on their condition and position, 
these cracks can pose serious hazards. Therefore, the automatic detection and classification of these cracks becomes a 
very important issue. The detection process, which is usually performed by manual observation, is labor intensive. In 
this research, a new machine learning method is proposed for automatic detection of cracks in concrete surface. The 
proposed method utilizes DenseNet201 based deep feature extraction approach. In addition, the model includes ReliefF-
based feature selection and SVM-based classification phases. SDNET2018, an open access dataset, is used to test the 
proposed model. Both holdout cross validation and 10-fold cross validation techniques were applied for validation on 
this dataset. As a result of the test procedures, 93% classification success was achieved for 10-fold CV. The results 
obtained with the test procedures prove the success of the proposed method in automatic crack classification. 

Keywords:  DenseNet201; Relief; Machine Learning; Concrete Crack; Classification 

1. Introduction

Concrete, a robust and resilient construction material, finds extensive application in the construction industry [1]. It is 
widely employed in diverse structures such as bridges, buildings, dams, and roads [2]. Nevertheless, over time, concrete 
structures may manifest cracks due to various factors [3]. The presence of such cracks can significantly impact the 
structural integrity and longevity of these constructions, potentially leading to consequential damage [4]. Consequently, 
the timely detection and accurate classification of cracks assume paramount significance in preemptively identifying 
structural impairment and undertaking suitable remedial actions [5]. The manifestation of cracks on the concrete 
surface arises from diverse origins and encompasses a range of typologies [6]. Stress-induced cracks, for instance, 
materialize due to the concrete's exposure to external forces exerted upon it. Temperature-related cracks, on the other 
hand, emerge as a consequence of the concrete's reaction to fluctuations in thermal conditions. Tensile cracks emerge 
from the application of tensile forces upon the concrete, while impact cracks result from the imposition of external 
impacts. Surface cracks, as the name suggests, manifest specifically on the exterior of the concrete structure [7, 8]. This 
multifariousness in crack characteristics presents challenges in their systematic classification and comprehensive 
comprehension. 

The conventional methods employed for crack detection and classification necessitate extensive time and human 
resources [9]. These approaches commonly rely on the expertise of trained professionals and visual inspections [10]. 
However, these methods have some disadvantages. First of all, the risk of human error in such an inspection is quite 
high and the level of accurate detection may decrease in the absence of experienced experts. Furthermore, the process 
is time-consuming and analyzing large datasets presents several challenges. Therefore, detecting and classifying cracks 
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manually is a challenging and limiting task [11]. At this point, automatic crack classification approaches have been of 
great interest. Especially artificial intelligence techniques offer important solutions for this problem [12]. Automatic 
classification methods mainly incorporate artificial intelligence and image processing techniques [13, 14]. Artificial 
intelligence-based solutions are among the popular approaches used to achieve successful results in detecting and 
classifying complex structural problems. These approaches usually include deep learning and machine learning 
approaches. 

Deep learning models, a prominent subset of artificial intelligence techniques, leverage the inherent capabilities of 
artificial neural networks to learn from data through their multilayered architectures and adversarial frameworks [15]. 
Consequently, when trained on extensive datasets, these deep learning models exhibit remarkable performance, 
particularly in tasks involving image recognition and classification. Convolutional neural networks (CNNs) are widely 
employed for such purposes. Alternatively, classical machine learning models represent another approach within the 
realm of artificial intelligence. These models encompass distinct stages of feature extraction and classification, operating 
on extensive datasets. Unlike deep learning models, classical machine learning models lack layered structures and 
generally possess lower computational complexity. However, the classification outcomes achieved through these 
methods may be comparatively inferior to those attained by deep learning models. In light of these considerations, deep 
learning approaches demonstrate elevated classification prowess despite their higher computational demands. 
Conversely, machine learning approaches offer advantages in terms of computational efficiency but may exhibit 
relatively lower classification success rates. 

In this study, we propose a novel classification model that combines the principles of classical machine learning with 
the powerful feature extraction capabilities of deep learning models. To achieve this, we employ the DenseNet201 [16] 
network, a deep neural network architecture, for feature extraction. The extracted features are referred to as deep 
feature vectors. In the second phase of our model, we employ the ReliefF [17] method to select the most significant 
features, thereby eliminating irrelevant features. This feature selection process helps enhance the effectiveness of the 
subsequent classification step. In the final step of our proposed method, we employ support vector machines (SVM), a 
classical classifier, for the classification task. SVM [18] is a well-established algorithm for its ability to handle complex 
classification problems. To evaluate the performance of our developed model, we employ the k-fold cross-validation 
technique, specifically choosing k as 10. This approach allows us to assess the model's robustness and generalization 
capabilities. Following the testing process, we construct a confusion matrix and compute performance metrics based on 
this matrix. The metrics employed include accuracy, precision, recall, and geometric mean. These values serve as 
indicators of the proposed model's performance and provide insights into its classification capabilities. 

Within this context, the second section of the study offers a comprehensive literature review. The third section presents 
the details of the dataset used and outlines the proposed method. In the fourth section, the experimental results and 
discussions are provided. Finally, in the fifth and final section, the study concludes with a summary of findings. 

2. Literature Review 

Nowadays, artificial intelligence techniques are actively used in many different fields such as medical diagnosis and 
treatment, autonomous driving, finance, industrial robotics [19, 20]. Artificial intelligence approaches, which attract the 
attention of many different disciplines, offer significant advantages in solving many problems that require intensive 
workload and manpower [21, 22]. In the field of construction, crack detection stands as a crucial problem that demands 
effective solutions. Hence, artificial intelligence techniques hold immense potential in addressing this challenge. 
Furthermore, a review of existing literature reveals a focused interest on automatic crack classification. In this context, 
some of the studies in the literature for machine learning based automatic crack classification are summarized in Table 
1. 

Table 1 Machine learning based automatic crack classification   

Author(s) Year Dataset Method Result(s) Limitation(s) 

Dorafshan et 
al. [23] 

2018 SDNET2018 AlexNet Acc.=91.92 
High computational 
complexity 

Yang et al. 
[24] 

2020 SDNET2018 CNN 
Acc.=97.07 

Pre.=99.80 

High computational 
complexity 



World Journal of Advanced Research and Reviews, 2023, 18(03), 1367–1379 
 

1369 

Ali et al. [25] 2021 

SDNET2018 
and METU 
crack 
dataset 

CNN 

Acc.=98.50 

Pre.=100 

Rec.=97.30 

F1.=98.60 

High computational 
complexity 

Yang and Ji 
[26] 

2021 SDNET2018 
VGG16 based CNN 
and knowledge 
database 

Acc.=94.95 

Auc.=98.21 

High computational 
complexity and 
relatively low 
classification 
performance 

Abdelkader 
[27] 

2021 SDNET2018 

VGG16 based deep 
feature extraction, k-
nearest neighbour 
and differential 
evolution algorithm 

Acc.=99.83 

F1.=99.05 
Complex method 

Priyadharshini 
et al. [28] 

2023 SDNET2018 
Quaternionic wavelet 
transform (QWT) and 
CNN 

Acc.=98.44 
High computational 
complexity 

Laxman et al. 
[29] 

2023 
METU crack 
dataset 

CNN, Random Forest 
and XGBoost 

Acc.=93.70 

High computational 
complexity and low 
classification 
performance 

Acc.=Accuracy, F1.=F1-Score, Pre.=Precision, Rec.=Recall, CNN=Convolutional neural network 

As depicted in Table 1, the literature predominantly showcases studies that utilize deep learning-based methods for 
automatic crack classification. These approaches have proven to yield high success rates in classification tasks, owing 
to their multilayered structures. Nevertheless, it is important to note that these methods come with high computational 
complexity. In this study, we propose a novel approach that aims to address this computational complexity concern. 
Our proposed method incorporates deep feature extraction, feature selection, and classification steps while 
emphasizing lower computational complexity. By leveraging the strengths of deep learning for feature extraction and 
employing efficient feature selection techniques, we aim to achieve effective crack classification results while reducing 
computational demands. 

3. Material and methods  

3.1. Material 

In this study, we employed the SDNET2018 [23] database, which is an open-access dataset, to validate the proposed 
method. This database consists of crack images classified into three distinct categories: bridge deck, wall, and pavement 
images. Each category comprises two classes, namely crack and non-crack. The database encompasses a collection of 
over 56,000 crack images, exhibiting crack sizes ranging from 0.06 mm to 25 mm. It is important to note that the dataset 
represents real-world scenarios, containing various challenging factors such as shadows, rough surfaces, and 
background obstructions. For this study, we specifically focused on the bridge deck category of the dataset. Upon 
analysis, we found a total of 2,025 crack images within this category. Additionally, there were 11,595 images labeled as 
non-crack. To ensure a balanced dataset for testing purposes, we randomly selected 2,510 images from the non-crack 
labeled data. This selection process helped create a balanced test set. To provide a visual representation of the test set 
creation process, a block diagram illustrating the steps is presented in Figure 1. 
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Figure 1 Dataset balancing 

3.2. DenseNet201 based Automatic Crack Classification Method 

This research presents a classification model that utilizes the pre-trained DenseNet201 [16] architecture. The proposed 
model incorporates feature extraction through this deep network architecture. The extracted features are then 
subjected to the ReliefF [17] algorithm, a feature selector, before being classified using the SVM [18] method. To provide 
a concise overview of the proposed model, a block diagram outlining its key components and their interconnections is 
presented in Figure 2. 

 

Figure 2 DenseNet201 based proposed method 
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As depicted in the figure, the developed model takes crack/non-crack images as input. The pre-trained DenseNet201 
architecture is utilized for feature extraction. Specifically, the fully connected layer "fc1000" generates 1000 features, 
while the global average pooling layer "avg_pool" produces an additional 1280 features. These two sets of features are 
concatenated, resulting in a final feature vector with a total size of 2280 (1000 + 1280). To reduce the dimensionality 
of the feature vector and eliminate irrelevant features, the ReliefF algorithm is employed. This algorithm selects the top 
1000 features based on their weights, effectively reducing the size of the feature vector. Following the feature selection 
stage, the classification process takes place. The selected feature vector is classified using the SVM algorithm, which 
assigns the input to the appropriate class. To provide a clearer understanding of the developed model, a pseudo code 
outlining its key steps is presented in Algorithm 1. This code summarizes the overall workflow and implementation of 
the model as described in the study. 

Algorithm 1 Pseudocode of DenseNet201 based automatic crack classification 

Input: SDNET2018 crack image dataset 

Output: Predicted vector 

00: Load crack dataset. 

01: Get crack image. 

02: Deep feature extraction using the last global average pooling and fully 

connected layer of the DenseNet201 architecture. 

03: Combine features obtained in steps 2. 

04: Obtain a feature vector of size 2280. 

05: Repeat from first step until all images are complete. 

06: Select the 1000 most meaningful features using the ReliefF algorithm 

08: Apply the 10-fold cross validation and holdout validation method in the 

classification process. 

09: Classify the selected most significant features using the SVM algorithm. 

 

The details of the steps given in Algorithm 1 are explained in subsections. 

3.2.1. Feature extraction with DenseNet201 

As stated earlier in this section, the developed model incorporates deep feature extraction utilizing the DenseNet201 
[16] architecture. This architecture consists of 201 layers, and the pre-trained version is employed in this study. The 
DenseNet201 architecture has global average pooling and fully connected layers, which contribute to feature 
generation. Specifically, the global average pooling layer generates 1280 features, while the fully connected layer 
produces 1000 features. It is important to note that the DenseNet201 architecture was initially trained on the ImageNet 
database, enabling it to classify images into 1000 different categories. In this study, an approach based on transfer 
learning is adopted for feature extraction. This means that the pre-trained DenseNet201 architecture is utilized as a 
feature extractor rather than training it from scratch. By leveraging the knowledge and learned representations from 
the ImageNet training, the model can effectively extract meaningful features from the crack/non-crack images. To 
provide a visual representation of the feature extraction process using the DenseNet201 architecture, a block diagram 
is presented in Figure 3. This diagram summarizes the key steps involved in extracting features from the input images 
using the DenseNet201 architecture. 
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Figure 3 DenseNet201 architecture 

As can be seen in Figure 3, the proposed approach uses the "avg_pool" and "fc1000" layers of the DenseNet201 network. 
Using these layers, 1280 and 1000 features are generated respectively.  

Step 1: Generate feature vectors from DenseNet201 architecture using avg_pool and fc1000 layers. 

𝐷1 = 𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡201(𝑖𝑚𝑗 , 𝑎𝑣𝑔𝑝𝑜𝑜𝑙), 𝑗 ∈ {1,2, … , 𝑁} 
(1) 

𝐷2 = 𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡201(𝑖𝑚𝑗 , 𝑓𝑐1000), 𝑗 ∈ {1,2, … , 𝑁} 

where 𝐷1 and 𝐷2 are the features generated from the 𝑎𝑣𝑔𝑝𝑜𝑜𝑙  and 𝑓𝑐1000 layers respectively, 𝑖𝑚𝑗 is the 𝑗th image in the 

dataset and 𝑁 is the total number of images in the test set. 

3.2.2. Feature concatenation 

In this step, the features from the global average pooling and fully connected layers are combined to obtain the final 
feature vector. As a result of the feature concatenation process, a feature vector with a total size of 2280 (=1000+1280) 
is obtained. The mathematical equivalent of this process is given in Equation 2. 

Step 2: Combine feature vectors. 

𝑐𝑣𝑖 = 𝑐𝑜𝑛𝑐(𝐷𝑖), 𝑖 ∈ {1,2} (2) 

Herein, 𝑐𝑣 represents the concatenated feature vector and 𝑐𝑜𝑛𝑐 represents the concatenation operation. 

3.2.3. Feature selection 

In order to improve the classification performance and reduce the computational complexity of the developed model, 
the ReliefF [17] algorithm, a well-known feature selector in the literature, is used. ReliefF algorithm considers each 
sample in different classes and selects the nearest neighbors. In this process, it uses the k-nearest neighbor algorithm 
and generates a weight value for each feature. The weight values produced by the ReliefF algorithm can be negative or 
positive. Features with negative weight values represent meaningless features. In this study, the first 1000 features with 
the highest weights were selected. This process step is given in Step 3. 

Step 3: Select the top 1000 most meaningful features. 

𝑖𝑑𝑥 = 𝑅𝑒𝑙𝑖𝑒𝑓𝐹(𝑐𝑣) 
(3) 

𝑠𝑓(𝑖, 𝑗) = 𝑐𝑣(𝑖, 𝑖𝑑(𝑗)), 𝑖 ∈ {1,2, …𝑁}, 𝑗 ∈ {1,2, … ,1000} 
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where 𝑖𝑑𝑥 is the weight values of the features, 𝑁 is the number of images, 𝑗 is the number of selected features and 𝑠𝑓 is 
the number of selected features. With this phase of the developed model, a selected feature vector of length 1000 is 
obtained. 

3.2.4. Classification 

The last phase of the developed model is classification. In this phase, SVM [18] algorithm is used to classify the test data 
into crack/non-crack classes. In the SVM algorithm, 10-fold CV strategy is used as a validation technique. This algorithm, 
which is frequently used in the literature, is a lightweight method. The parameters of the SVM method used in the model 
are given in Table 2. 

Table 2 Hyper parameters of SVM classification algorithm  

Parameters Value 

Kernel function Quadratic 

Box constraint level 1 

Kernel scale mode Auto 

Multiclass method One vs. One 

Standardize data Ok 

Step 4: Classify selected features using SVM algorithm. 

4. Experimental Results and Discussion  

The developed model was tested using the SDNET2018 database, an open access database. This database contains three 
different categories of crack images. In this study, bridge deck images were used. For this purpose, all crack images and 
approximately 2500 non-crack images (for a balanced database) were used. The details of the testing process are given 
in the following sections. 

4.1. Experimental Setup 

In this paper, we use a deep feature extraction approach based on the proposed DenseNet201 architecture. In this 
perspective, end-to-end training is not applied in this study. The model is developed using a personal computer and the 
specifications of this computer are given in Table 3.  

Table 3 Computer specifications  

Parameters Value 

CPU Intel Core i7 8th Gen 

Ram 16 GB 

Hard disk 256 GB 

OS Windows 11 Pro 

Environment MATLAB 2021b 

 

As can be seen from Table 3, all testing was performed on a basic PC. The model was developed using the MATLAB 
platform. In addition, MATLAB Classification Learner Toolbox (MCLT) was used in the classification process. In the 
validation phase of the model, k-fold cross validation technique was preferred. Here, the value of k was chosen as 10. 
The main purpose of choosing this value is to easily compare with the literature. A confusion matrix was calculated to 
determine the performance of the model. Accuracy, precision, recall and geometric mean values were calculated using 
this matrix. These performance metric values are given in Equations (4)-(7) respectively. 
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𝐴𝑐𝑐 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (4) 

𝑃𝑟𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (5) 

𝑅𝑒𝑐 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (6) 

𝐺𝑒𝑜 = √
𝑇𝑃 × 𝑇𝑁

(𝑇𝑃 + 𝐹𝑁) ∗ (𝑇𝑁 + 𝐹𝑃)
 (7) 

 

Where 𝐴𝑐𝑐 refers to accuracy, 𝑃𝑟𝑒 to precision, 𝑅𝑒𝑐 to recall and 𝐺𝑒𝑜 to geometric mean.. 

4.2. Experimental Results 

In order to determine the performance of the model, a confusion matrix was calculated. This matrix shows the predicted 
label values against the correct label values. In this context, the calculated confusion matrix is given in Figure 4. 
Moreover, the performance metric values calculated using this matrix are presented in Table 4. 

 

Figure 4 Calculated confusion matrix 

Table 4 Performance metric values  

Metric Value (%) 

Accuracy 93.01 

Precision 96.62 

Recall 87.40 

Geometric Mean 92.22 
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As can be seen from Table 4, the DenseNet201 based feature extractor proposed in this study has a very high 
classification success. This model achieves over 93% classification success in separating crack/non-crack images. 
Moreover, the proposed method does not use an end-to-end training approach. Instead, it extracts features with a 
transfer learning approach, selects features with ReliefF and classifies the selected features with SVM algorithm. In this 
respect, the proposed model is similar to classical machine learning methods and its computational complexity is 
considerably lower than the literature.  

4.3. Discussion 

The model proposed in this research uses the DenseNet201 architecture. In the selection phase of this model, some 
pretrained networks were tested. The classification performance of these tested networks is given in Figure 5. 

 

Figure 5 Tested pretrained deep learning architectures 

As can be seen in Figure 5, the highest classification success was achieved with the DenseNet201 architecture. 
Therefore, this architecture was preferred in this study. In all of the tested networks, global average pooling and fully 
connected layers were used and the classification process was performed using ReliefF and SVM algorithms similar to 
the method used in this study. The number of features selected (1000) was determined by trial-error. Three different 
feature selectors were tested in the feature selection phase of the model. These are ReliefF, Chi2 and NCA methods 
respectively. The classification accuracies calculated using these selection methods are given in Figure 6. 
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Figure 6 The performance of feature selectors 

As shown in Figure 6, the highest classification accuracy was achieved with the ReliefF algorithm. Another phase tested 
in the model development process is classification. The tested classification algorithms and their calculated 
performances are given in Figure 7. 

 

Figure 7 The performance of classifiers (LR: Linear regression, NB: Naïve bayes, SVM: Support vector machine, kNN: 
k-Nearest neighbour, NN: Neural network) 
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As can be seen from Figures 5, 6 and 7, the highest classification accuracy was obtained using DenseNet201, ReliefF and 
SVM algorithms. In the developed model, 10-fold CV method was used as a validation technique. However, the hold-out 
validation method was also tested within the scope of the research. In this method, the test data was separated and 
classified into two groups as training and test set. The ratios of this separation process are 60:40, 70:30, 80:20 and 90:10 
respectively. Classification accuracies of the model according to these ratios are given in Figure 8. 

 

Figure 8 The results of holdout cross validation 

The classification accuracies calculated using the hold-out validation method reveal the superiority of the proposed 
model. The obtained results show that the model has a very high potential to accurately classify crack images. 

5. Conclusion  

Concrete is the most intensively used material in the construction industry. This material can be deformed under 
various conditions and therefore cracks occur. The types and positions of these cracks are of great importance for the 
structure. Therefore, their detection and classification is very important. In this study, a new machine learning model 
for automatic crack detection is developed using an open access dataset. 

The model consists of deep feature extraction, feature selection and classification phases. DenseNet201 architecture is 
used for deep feature extraction. In this architecture, 2280 features were extracted using the final pooling and fully 
connected layers. In the feature selection phase of the model, the most significant 1000 features were selected with the 
ReliefF algorithm and these selected features were classified using the SVM algorithm. The proposed method showed a 
very high success and achieved a classification accuracy of over 93%. The model developed in this study has a hybrid 
approach. In this context, the steps of classical machine learning are applied and the power of deep learning methods is 
utilized. In this respect, it has lower computational complexity compared to the literature. 

Future Works  

In future studies, it is planned to implement the proposed model in real time. For this purpose, it is aimed to collect 
concrete surface images through a camera to be placed on unmanned aerial vehicles and classify these images with the 
model proposed in the study. In this way, it is aimed to perform the labor-intensive concrete crack classification process 
automatically, quickly, safely and accurately. 
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