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Abstract 

Introduction: The use of human reproduction techniques (ART) to obtain pregnancy are increasing. However 
pregnancy rates after ART remain as low as around 30%. The use of machine Learning (ML) is increasing in medicine 
and prediction models are helpful to preview the outcome of in vitro fertilization(IVF) cycles. 

Methods: Data from IVF cycles with fresh embryo transfer between January 2018 and December 2021 were collected. 
The Auto Machine Learning (Auto ML) PyCaret was used to construct the model and predict the clinical pregnancy rate. 

Results: Among 14 ML algorithms, Ridge Classification (RC) has the best accuracy(57,69%). Transfer in day 5 was the 
most important feature related to the outcome. 

Conclusion: Despite the low accuracy as a result of a small sample, familiarization with ML models, as well as awareness 
of the importance of data collection should be part of daily activities of physicians and healthcare professionals in the 
field of ART. 

Keywords: IVF; Machine Learning; Artificial Intelligence; Infertility; Prediction model 

1. Introduction

Despite being technologically advanced, ART techniques have been shown to be unable to deliver pregnancy rates 
greater than 30% after a first cycle[1]. Several variables interfere with the results, such as the cause of infertility, the 
woman´s age, body mass index(BMI), lifestyle, among others[2]. 

Predict the outcome of an IVF cycle is challenging for the physician and other healthcare professionals involved in the 
treatment. In this way, the use of technology could be an important tool not only to improve pregnancy rates but also to 
assess the success chances.  

For many years men have been looking the machine help to solve many tasks. Not only the mechanization of activities, 
but also the resolution of problems whose solutions may lie in the analysis of large number of data are examples of 
activities whose machines have been helping men over time. The ML can be especially useful in these situations, in 
several areas, including medicine. 

The term ML is not new. Arthur Samuel was the pioneer in the filed of computer gaming and artificial intelligence (AI) 
and popularized the term ML in 1959[3]. It is an application if AI that allows automatic learning from a large number of 
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data. Statistical methods associated with the efficiency of computing algorithms combine mathematics and computer 
science to solve problems[4]. 

Several areas of medicine have recently used ML algorithms to increase efficiency, such as epidemiology [5]., new drugs 
research[6]. anesthesiology[7]. among others. The scenario is no different in ART. Initially used for embryo selection 
from the analysis of their images by AI[8]. its use has also been growing in the area of clinical decision-making. 

In 2019, Curchoe and Bormann[9].published a compilation of works presented at the two 2108 ART largest 
international meetings. The authors identified 16 studies that included a series of aspects such as semen analysis, 
prediction of embryo formation, embryo selection, live births prediction, among others.  

Yiğit et al recently published a comparison of various ML techniques in predict IVF cycles success [10]. Logistic 
Regression (LR), Decision Tree (DT), Naïve Bayes (NB), Random Forest (RF), Support Vector Machine (SVM), Neural 
Network (Nnet), Gradient Boost Decision Tree (GBDT), eXtreme Gradient Boosting (XGBoost) and Super Learner (SL) 
were the ML algorithms used. The best performances were attributed to the RF and SL models, which showed as 
accuracy of 89% in predicting pregnancy, also identifying maternal age as the most import feature. 

Selecting the algorithm to be used, optimizing the data and tunning the hyperparameters requires great experience and 
can lead to sub-optimal choices. Therefore, Auto ML techniques emerged as an alternative to simplify the process, 
automating part of these steps[11].However, Auto ML does not replace the data scientist. It just supports this 
professional. With less code, the time dedicated to analysis and decision is amplified.  

2. Material and methods 

From January 2018 to December 2021, 2018 IVF cycles were performed at Vida Centro de Fertilidade, Rio de Janeiro, 
Brazil. Of this, in 187 cases fresh embryo transfers were done. In the other cases, embryos were either not generated or, 
for different reasons, were frozen for later transfer. 

Cases with missing data were excluded, leaving a total of 171 cases for analysis. The variables age, BMI, total dose of 
gonadotropins, the number of days of avarian stimulation, the number of embryos transferred (1 or 2) and how many 
days after the oocyte collection the embryos were transferred to the uterus were analyzed. The outcome was the 
achievement of clinical pregnancy.  

The Auto ML library chosen was PyCaret version 3.0. The construction of the model was carried out in Python using the 
Google Collaboratory cloud service. Pandas 1.3 and numpy 1.19 libraries were used. The sample was divided into 
training and testing in a 80/20 ratio. PyCaret´s setup included all available algorithms. 

In the next step, the algorithm with highest accuracy was selected for automatic hyperparameters tuning. Model 
accuracy, area under the curve(AUC), precision, recall and the most important feature were evaluated. 

3. Results  

Among the 14 classification models(Ridge Classifier, Logistic Regression, SVM-Linear Kernel, Random Forest Classifier, 
Linear Discriminant Analysis, K Neighbors Classifier, Extra Trees Classifiers, Dummy Classifier, Quadratic Discriminant 
Analysis, Gradient Boosting Classifier, Ada Boost Classifier, Decision Tree Classifier, Light Gradiente Boosting Machine 
e Naïve Bayes), the RC algorithm was the most accurate, which after hyperparameter tuning reached 0.5769. The AUC, 
recall, precision and F1 score were respectively 0.5704, 0.4, 0.5882 and 0.4762(Table 1). 

Table 1 Summary results 

Model Accuracy AUC Recall Precision 

Ridge Classifier 0.5769 0.5704 0.4 0.5882 

The Precision-Recall curve is in figure 1, showing an average accuracy of 0.59. 
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Figure 1 Precision-Recall Curve 

As an alternative to a confusion matrix, we created a table to demonstrate the prediction errors and successes (figure 
2). 

 

Figure 2 Class Prediction Error 

The most important feature was the embryo transfer on day 5. Figure 3 illustrates the most features and their respective 
weights. 
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Figure 3 Feature Importance 

The pregnancy rate found in our sample was 43.27%(74/171). 

4. Discussion 

IVF cycles are increasing in the world, not only due to infertility expansion but also for other reasons such as homosexual 
couples and single mothers [12, 13]. However, get pregnant is still not achieved by even half of the women who seek 
this form of treatment [14].. Over the last few years, several predictive models have been developed to evaluate and try 
to predict the results of an IVF treatment [15]. Thes ML models, initially dedicated to embryo selection [16] have been 
advanced to the area of clinical decision and predictive model development [17].. 

Fu et al. recently published a work on the development of a predictive model after IVF cycles finding a final AUC of 0.704 
with a consistency of 98.1%. To this end, more than 37 thousand IVF cycles and 38 features were analyzed [18].. 
Considering that an ML model learns from data, usually larger databases produce better results. Some alternatives have 
been proposed to deal with small samples [19]. . 

In our case, despite the fact that more than 2000 IVF cycles were performed in our center during the chosen period, 
only those where there was a fresh transfer of embryos were ready for analysis, reducing the sample size, which 
probably contributed to a low model accuracy. 

Likewise, some variables related to pregnancy chances such as anti-Mullerian hormone (AMH) [20] dosage and 
endometrial quality[21] were not available for analysis in our sample, reducing the number of features. 

In our sample, the pregnancy rate was higher than that published by the European Society of Human Reproduction and 
Embryology for all European countries in 201714. However, despite the high pregnancy rate, the number of cases 
considered for analysis was low for the reasons explained above. 

Despite the low accuracy of the model, some objectives were achieved such as the familiarization of the team with ML 
models ans AI, as well as a beter understanding of the importance of collecting data for further analysis. 

5. Conclusion 

Despite a small number of cases available for analysis, the Auto ML model used was able to predict the chance of 
pregnancy after fresh embryo transfer with an accuracy of more than 56%. Embryo transfer on day 5 was the most 
important factor. 
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