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Abstract 

Protein secondary structure prediction from its amino acids is purposely used to evaluate and improve the accuracy of 
performance as well as drug design and cell functionality. Various approaches for predicting protein secondary 
structure have been used, each with varying accuracy, vulnerabilities, and strengths. In view of this, this paper is aimed 
at training a deep neural network with particle swarm optimization and comparing the results with the state of 
accuracy. Also, the methodology used is basic particle swarm optimization for training a 20-15-15-15-3 deep neural 
network. The Java programming language and the Spring Boot framework were employed to implement the various 
application programming interfaces of the model. The dataset acquired after the training of JPred Server 1.2, which 
included 1349 training sets and 149 test sets, was used in training the model. Following the training, it was discovered 
that the model had a highest accuracy of 53.18 percent on epoch 140, indicating that this model is not a best fit or an 
alternative to the current state of the art for the prediction of protein secondary structure. 
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1. Introduction

Proteins carry out the majority of biological or chemical features in a cell, whereas the function of a protein is solely 
determined by its structure. (Beck & Alonsa, 2008) This could be the main reason why structural bioinformatics has 
become a vital area of research. Proteins are built from the twenty (20) naturally occurring amino acids (AA). These AA 
are small molecules composed of free amino groups (NH2) and free carboxyl groups (COOH) (Beck, 2008). These two 
groups are then linked to a central carbon (C) attached to hydrogen and a side chain group (R). These groups are 
illustratively shown in Figure 1. 

As seen in Figure 1, what differentiate each amino acid is the sidechain R-group. Interestingly, out of the twenty naturally 
occurring amino acids, there are particular interest in two which are glycine and proline (Walsh.,2013).  

Glycine is considered the smallest of the amino acids group, even though it has atom of hydrogen similar to that of R-
group. It can adopt more flexible conformations that other amino acids cannot. Proline's R-group, on the other hand, 
has a cyclic bond with its backbone amino group. The cyclic nature of Proline makes it very rigid and unable to occupy 
many of the main chain conformation adopted by the other amino acids (Cormanich,2013). 
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These amino acids are actually gotten from the translation of Ribonucleic acids (RNA) which are gotten from the 
transcription of Deoxyribonucleic acids (DNA). The process of this formation is referred to as the central dogma of 
bioinformatics (Kumar and Khan, 2017). Figure 2 depicts the dogma of bioinformatics formation process.  

Central Dogma: DNA  RNA  Protein 

 

Figure 1 Amino Acid Structure (Bioinformatics, 2019a) 

 
Source: Bioinfor, 2019a 

Figure 1 Bioinformatics Central Dogma 

The structure of proteins can be determined experimentally using various methods. Out of these various methods for 
determining a protein structure, there are two procedures that are notably used which are Nuclear Magnetic Resonance 
(NMR) Spectroscopy and X-ray Crystallography which are believed to be very effective (Cormanich et al., 2013). These 
methods are actually very expensive, time consuming and are not robust enough (Walsh et al.,2013). Thus, the issue of 
predicting and studying the secondary proteins structure from amino acids (Primary structure) in a more accurate and 
optimal way using deep neural network and particle swarm optimization appeared to be the point of interest of this 
paper. Thus, the objectives of this paper are to: 

 Train Deep Neural Network with much data using position specific scoring matrix as the input 
 Implement deep neural Network and Particles Swarm Optimization Algorithms using java programming 

Language. 
 Compare the performance of the system with the existing model. 

2. Literature survey 

2.1. Protein Structure Prediction using Artificial Neural Network 

This work employed three artificial neural networks. The first is used to classify the amino acid into their various BCD 
code, the second then classify them into their various primary structure while the third is used to classify the output of 
the second ANN into the secondary structure. Some problems, however, were observed due to the larger data sets which 
the ANN classifier was given to handle. It generates certain computational constrains. Moreover, the ANN classifier in 
its present form finds it hard to make differentiation between the amino acids in the sequences. Also, the classifier faced 
some difficulties while detecting the starting and ending point between two amino acids. These shall be removed in our 
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work and extend it for the prediction using PSO. This work claims to have 100% accuracy on training but neglected the 
importance of providing the test rating which this study seeks to address. (Bordoloi and Sarma, 2019). 

2.2. Protein Secondary Structure Prediction Using Deep Multi-Scale Convolutional Neural Networks and Next-
Step Conditioning 

This work used the CullPDB and CB513 dataset, employed two models which are the Fully-Connected model and the 
Convolutional model. The Fully Connected model used a deep neural network of five feed forward layers. The accepted 
a window size of seventeen (17) for the input layer and used an error rate of 0.00004 which is reduced by 50% on every 
35,000-training iteration by the ADAM’s optimizer. The convolutional model is then built upon the Deep Neural Network 
to improve the fixed size window input. The current work contributes two state-of-the-art results to the eight-class 
secondary structure prediction problem. By analyzing the impact of convolutional variants developed for recognition 
of natural images, we develop a modified multi-scale and residual convolutional architecture which outperforms 
previous deep learning approaches on the same benchmark dataset, the idea of using conditioning on past structure 
labels to boost accuracy was introduced. While there is much future work to be done to exploit conditioning by 
mitigating the overfitting, pushing state-of-the-art Q8 accuracy on the CB513 data further by 0.9% relative to the highest 
previously reported result. anticipating that this approach will suffer less from overfitting induced by conditioning, 
since exact copying of consecutive output values will no longer yield good accuracy during training. This work predicted 
the 8-state protein structure with an accuracy of 71.4%. which is expected to rate more. (Busia, A., Collins, J., and Jaitly, 
N., 2016). 

2.3. Protein Secondary Structure Prediction Using Deep Convolutional Neural Fields 

This work used the DeepCNF in the prediction of both 3-state and 8-state protein secondary structure prediction. 
DeepCNF combined the advantages of both the Conditional Neural Fields (CNF) and the Deep Convolutional Neural 
Network (DCNN). The work used the five publicly available datasets from CullPDB, CB513, CASP10 and CASP11. This 
method was found to have outperformed other methods including PSIPRED. This method is said to have obtained an 
accuracy of 83.8% on 8-state and 71.9% on 3-state. Nonetheless, this method has a drawback on proteins with very 
sparse sequence profile. This makes it very challenging to predict from the primary sequence instead of sequence profile 
using this method. (Wang et al., 2016). 

2.4. Cuckoo Search Algorithm and its Application for Secondary Protein Structure Prediction 

This work investigated the use of cuckoo search algorithm which is a global optimization algorithm inspired by the 
behavior of the cuckoo species such as ani and guiro and the foraging patterns of animals. At the end of the experiment, 
they concluded that the Cuckoo search algorithm was able to solve the local convergence trapping problem experienced 
by other Evolutionary Algorithms in the prediction of protein structure but they never published the accuracy of the 
applied method. (Hoijat., 2016).  

2.5. Protein Secondary Structure Using Long Short-Term Memory Networks 

This work argued that the use of Neural Networks and Support Vector machines for the prediction of protein secondary 
structure is not idea due to the fact the primary structure of proteins cannot naturally be represented as a vector of 
fixed dimensionality. The work further proved that the sliding window is used to get around this problem yet the sliding 
window is not capable of learning the general dependency in the structure. However, the work used the long short-term 
memory networks without peepholes because it has been revealed in recent papers that the model works better without 
the peepholes. The result from the work is said to have a correct classification rate of 0.674 which is better than the 
0.511 success rate in the Bi-direction Recurrent Neural Network used in the SSpro8. (Sonderby and Winther, 2014). 

3. Methodology 

Various computational methods such as HMM (Hidden Markov Model), ANN (Artificial Neural Network), SVM (Support 
Vector Machine), etc. have been used in the prediction of protein secondary structure problem. In this paper, the Particle 
Swarm Optimization Algorithm was used to train a Deep Neural Network for the prediction of the Protein Secondary 
Structure. 

3.1. Principles of Deep Neural Network  

Neural network has existed for a long time now but it’s applications of recent has produced a high performance and 
state of art results in many fields. They are used in image recognition, natural language processing and in many more 
problems. 
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The neural network simulates the operations of the human brain. The human brain is primarily composed of nerve cells 
called neurons as shown in Figure 3. These neurons are connected via a strand of fiber called dendrites. These dendrites 
are used to accept information from other neurons and then pass out electrical spikes (information) through the axons. 

The axon then splits into various branches which have a structure called synapse at the tip. These synapses convert the 
information from the axons into electrical effect that triggers or excites activity in the connected neuron. 

 

Figure 3 Human Brain Network (Yegnanarayana, 2009) 

The concept of these neuron activities is emulated in the Artificial Neural Network (ANN). ANN is composed of various 
layers (depends on how it is designed) and these layers consist of neurons as illustrated in Figure 4. The neurons in this 
layer are connected to the next layer with set weights. These weights can be seen as signal strength that is used to 
calculate the value of the next neuron with the help of some mathematical functions called the activation function. 

 

Figure 4 Artificial Neural Networks (Yegnanarayana, 2009) 

In a multi-layered neural network, the output generated from the activation function is then used as the input to the 
next layer. There are various variants of ANN but the most popularly used is the feed-forward neural network. This 
neural network is composed of an input layer, zero or more hidden layer(s), and an output layer. A neural network with 
multiple hidden layers is referred to as a deep neural network. Figure 5 depicts a deep neural network.  
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Figure 5 Deep Neural Network (Canziani., 2016) 

Popularly, neural networks are trained with the stochastic Gradient Descent and Backward propagation. 

3.2. Backward Propagation 

Backward propagation is a supervised learning algorithm of artificial neural networks using the gradient descent. This 
algorithm is fully called “backward propagation of errors” because the error of the output is calculated using the weights 
with a given error function and then propagated back through the network layers. Based on the error derivative gotten, 
the weights of the network are then updated and the output regenerated. 

The most popularly used error (loss) function used in this training is the Mean Squared Error (MSE). In the MSE, we 
have a vector of target value that we are training the model to learn and then a vector of outputs from the output layer. 
We calculate the error as follow: 

𝑀𝑆𝐸 =  
1

𝑛
∑(𝑦(𝑥) − 𝑡(𝑥))2 

y(x): output value 
t(x): target value 

The derivative of this error function is then used in updating the weights of the network.        

Source: https://www.guru99.com/ 

3.3. System Science Methodology 

The system science methodology was adopted using the particle Swarm Optimization Algorithm to train deep neural 
network for the prediction of the protein secondary Structure. The methodology as shown in Figure 6 begins with the 
stage of data collection down to classification stage. Each square box represents a process while the arrows indicate 
movement from one process to another.  

 

https://www.guru99.com/
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Figure 6 Training a deep neural network with particle swarm optimization algorithm System Model adopted and 
modified (Bredaet al. (2007) 

3.4 System Model  

The model used for this paper is shown in Figure 7.  

 

Figure 7 System Model System Model adopted and modified (Bredaet al. (2007) 

The output of the network is coded as follows:  

 𝐶𝑜𝑖𝑙(−) =  0,0,1 

 𝐻𝑒𝑙𝑖𝑥(𝐻) = 0,1,0 

 𝑆ℎ𝑒𝑒𝑡(𝐸) = 1,0,0 
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The protein Sequence profile is a (n x 20) vector. Each row calculates the probability of the availability of a particular 
amino acid in the general twenty amino acids thereby the residue is coded to be a 20-dimensional vector which serves 
as the input to the deep neural network. 

The layers of this network are then connected with a set of weight and bias and the output of each layer is then calculated 
using an activation function. The sigmoid function is adapted for this project which is defined as follows: 

𝑆(𝑥) =  
1

1 + 𝑒−𝑥
 

Here, x is the sum output generated from the weights, bias and the value of the previous neuron given by: 

𝑥𝑛 =  𝜃 + ∑ 𝑤𝑘𝑛 +  𝑜𝑘 

Thereby,  

𝑆(𝑥𝑛) =  
1

1 + 𝑒−( 𝜃+∑ 𝑤𝑘𝑛+ 𝑜𝑘)
 

After these outputs are generated, a fitness function (Mean Squared Error) is used to calculate the deviation of the result 
from the target and then training begins. The smaller the error, the best the solution. 

Particle swarm optimization (PSO) 

The algorithm of PSO is a meta-heuristic and originally developed by an American social psychologist Kennedy 
(Kennedy and Eberhart, 2001). In this paper, one of the problems faced with a number of non -linear problems and, in 
order to find the correct solution, the PSO method has been developed and widely used. The PSO algorithm was 
stimulated to locate the best possible food route for bird and fish intelligence. Here, birds are the particles and try to 
find a solution to the problem. Particles are always tried to find out best possible solution to a problem through n -
dimensional space, in which n represents each and every problem’s different parameter [Kennedy et al., 2001].  

Optimization of position and velocity is the basic principle of each particle.  

Therefore, let us say,  

𝑥𝑖𝑡 = (𝑥𝑖1𝑡, 𝑥𝑖2𝑡 ..., 𝑥𝑖𝑛𝑡) 𝑎𝑛𝑑 𝑣𝑖𝑡 = (𝑣𝑖1𝑡, 𝑣𝑖2𝑡 ..., 𝑣𝑖𝑛𝑡 

are the position and velocity of changing position designed for ith particle in tth iteration accordingly? The following 
equations are used for the ith particle’s position and velocity in (t+1) th iteration. 

𝑣𝑖𝑡+1 = 𝜔.𝑣𝑖𝑡 +𝑐1.𝑟1.(𝑝𝑖𝑡 −𝑥𝑖𝑡)+𝑐2.𝑟2.(𝑔𝑖𝑡 −𝑥𝑖𝑡) 𝑤𝑖𝑡ℎ−𝑣𝑚𝑎𝑥 ≤𝑣𝑖𝑡+1 ≤ 𝑣𝑚𝑎𝑥  …………….(1)  
𝑥𝑖𝑡+1 = (𝑥𝑖𝑡 +𝑣𝑖𝑡+1) ……………(2) 

Where, 𝑥𝑖𝑡 represents previous ith position; 𝑝𝑖𝑡 represents most excellent found position; 𝑔𝑖𝑡 represents particle’s best 
position; 𝑟1 and 𝑟2 represent random numbers within 0 and 1; 𝜔 is weights of inertia; 𝑐1 is coefficient and 𝑐2 represents 
social coefficient Therefore, it is supposed to be believed that the concentration of all particle swarms in a point and 
space has been achieved when problem to be solved. The intelligence based PSO algorithm has been widely used in high 
efficiency swarm paralleling and optimization property. Beside this, by using multi-objective fitness function, PSO 
determines the quality of several features in a dataset. 

For our model, the weights and bias of the system is randomly generated at first and the poured into the swarm by 
assigning this generated weights and bias to the global best position (solution) and the MSE of the random generated 
weights and bias as the global best error. The swarm then generates various particles (potential solutions) and then 
train and modifies the global best based on the number of epochs. 
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3.5 Algorithm  

 Start 
 Randomly assign weights(w) and bias(b) to the network 
 for each neuron in the network 
 computes the output oi 
 end for 
 Calculate the Error (E) of the system with the present weights using Mean Squared Error 
 Initialize the Global Best Position (Solution) of the Swarm to the weights and bias generated 
 Initialize the Global Best Error of the Swarm to the Error Calculated 
 Create a swarm with the appropriate number of particles 
 Initialize the epoch 
 Initialize each of the Swarm particle to a random state (position, velocity, error, personal best error, personal 

best position) 
 Loop until done (until epoch exhausted) 

o For each particle in swarm, 
 Compute new particle velocity 
 Use new velocity to compute new position, 
 Compute error of new position 
 If new error better than personal best error, then 
 Set personal best error equals new error 
 If new error better than global best error 
 Set global best error equals to new error 
 Set global best position equals to new position 

o End for 
 End loop 
 Update the weights and bias with global best position 
 Test the system with the test dataset 
 End 

4. Results and discussions 

4.1. System Implementation  

This model was implemented using Java Programming Language alongside Spring Boot framework. Due to the huge size 
of processing resources and computations required in this system, the system implements a console application that is 
been interfaced with web services (API). The initiative of the web services is to make this system available to other 
systems that may want to implement the algorithm. The API accepts a sequence profile and returns the predicted 
secondary structure of the protein. This system was implemented with three hidden layers and each hidden layer has a 
neuron size of 15. The System was also trained with 1349 protein sequences (281,421 residues) and the test was carried 
out with 149 (22,734 residues) protein sequences. This system has twenty neurons on the input layer to accommodate 
the twenty amino acids and three neurons in the output layer to code for the 3-state DSSP classification (Helix, Sheet 
and Coil). To calculate the accuracy of the system, we made a count of correct predictions and the wrong predictions 
and then applied the formula below: 

𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒𝑐𝑜𝑟𝑟𝑒𝑐𝑡 =
𝑡𝑜𝑡𝑎𝑙𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 + 𝑡𝑜𝑡𝑎𝑙𝑤𝑟𝑜𝑛𝑔𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
∗ 100 

4.2. Parameter Setting, Tweaking and Training 

One of the crucial aspects of this prediction is setting the correct parameter to yield maximum accuracy. There are some 
fixed parameters for training the PSO which are said to give optimum performance based on research. These parameters 
include inertial weight, social weight and the cognitive weight. Inertial weight is said to be optimum when it is between 
0.4 and 0.9. It is better to start from 0.9 and then moderate as need be. This system started from 0.9 but we experienced 
a better accuracy when we set inertial weight (ω) to 0.5. We also set the cognitive weight (c1) and the social weight (c2) 
to same value (1.4212) to reduce the chances of the system converging at the local minima. 

Other parameters that are changed frequently as training commenced such as the number of epochs, number of layers 
and their various sizes, and number of particles were accepted via the Train API (Figure 8). 
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Figure 8 Training parameter API interfaces 

In order to examine the best activation function for the system, a training using Hyperbolic Tangent and then sigmoid 
function. A better output layer was obtained using the SoftMax activation function from the output layer.  

Table 4.1 shows the level of accuracy attained at different epoch using the Hyperbolic Tangent activation function and 
SoftMax while Table 4.2 shows the level of accuracy attained at different epoch using the sigmoid function and SoftMax. 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑥𝑛) =  
1

1 + 𝑒−(𝜃+∑ 𝑤𝑘𝑛+ 𝑜𝑘)
 

ℎ𝑦𝑝𝑒𝑟𝑇𝑎𝑛(𝑥𝑛) =  max (0, 𝑥𝑛) 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑥𝑛) =  
𝑒𝑥𝑛

∑ 𝑒𝑥𝑛
 

These trainings were carried out at different epoch and accuracy measured 

Table 1 Accuracy with Hyperbolic Tangent and SoftMax 

Epoch 20 40 80 100 120 140 160 180 200 

Accuracy 

(%) 

37.11 33.94 35.67 38.04 36.69 36.84 37.53 35.29 36.97 

 

Table 2 Accuracy with Sigmoid and SoftMax 

Epoch 20 40 80 100 120 140 160 180 200 

Accuracy 

(%) 

43.16 41.01 52.04 52.63 52.93 53.18 53.04 53.18 51.94 

Comparing the predicted result, in relation to others like ANN which claim closely 100% accuracy but never published. 
Deep multi- scale convolution neural network and Next-step conditioning which predicted the 8-state of protein with 
accuracy of 71.4% 
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Figure 9 Accuracy of hyperbolic tangent against sigmoid function based on number of epochs After training, our 
system attained a maximum accuracy of 53.18% on epoch 180 

5. Conclusion 

Protein Secondary Structure is very essential in determining the function of proteins. These functions are essentials in 
medicine (drug design) and also in biotechnology (novel enzyme design) which makes it one of the major researches 
trending in bioinformatics and chemistry. This paper tries to solve this problem by training a deep neural network with 
basic particle swarm optimization but at the end of the research, it was acquired that the stated algorithm is not the best 
fit for this problem as the accuracy is lower compare to the prediction accuracy level experienced in JPred. 

Recommendation 

After carrying out the research, it is necessary to recommend that anybody who want to do any work on prediction of 
protein secondary structure using Deep neural network and particle swarm optimization algorithm should use other 
algorithm because comparing our result with others, our is lower in accuracies. Protein secondary structure prediction 
using deep neural network and particle swarm optimization algorithms is not a best fit. 

Future work 

One of the major challenges faced in this research is the basic PSO algorithm early convergence at a local minimal; 
studies revealed that the use of CLPSO (Commutative Learning Particle Swarm Optimization) algorithm which is an 
improvement over the basic PSO solves this problem considerately. This should also be explored in solving the problem 
of Protein Secondary structure prediction as the Swarm intelligence is showing some promising benefit 
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