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Abstract 

Camera-based scene text detection and recognition is a research area that has attracted countless attention and had 
made noticeable progress in the area of deep learning technology, computer vision, and pattern recognition. They are 
highly recommended for capturing text on-scene images (signboards), documents with a multipart and complex 
background, images on thick books and documents that are highly fragile. This technology encourages real-time 
processing since handheld cameras are built with very high processing speed and internal memory, are quite easy and 
flexible to use than the traditional scanner whose usability is limited as they are not portable in size and cannot be used 
on images captured by cameras. However, characters captured by traditional scanners pose fewer computational 
difficulties as compared to camera captured images that are associated with divers’ challenges with consequences of 
high computational complexity and recognition difficulties. This paper, therefore, reviews the various factors that 
increase the computational difficulties of Camera-Based OCR, and made some recommendations as per the best 
practices for Camera-Based OCR systems.  
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1. Introduction

Fundamentally, the original goal of OCR is to process document images acquired by desktop scanners. This is attributed 
to the fact that the resolutions of scanned images are sufficient. Recently, Handheld Cameras started gaining persistent 
demand for OCR document image acquisition. One of the major limitations of the traditional scanners is that they only 
deal with text on paper (print document) while the target of handheld digital cameras is not limited to just print 
documents; they can handle scene images as well [1]. 

Camera-based OCR technology is therefore concerned with recognizing characters captured by portable devices with 
an attached camera be it handheld or wearable cameras. It is best suited for scene images, documents with multipart 
and complex backgrounds since it is flexible to use than the traditional Scanner whose usability is limited as they are 
not portable in size. Moreover, the shot speed of a scanner is slower than that of a digital camera. Hand-held digital 
cameras such as high-end cell phones, Personal Digital Assistants (PDA), smartphones: iPhones, iPods, Android phones, 
Windows phones, etc. possess a very high processing speed and internal memory which encourages real-time 
processing [2]. However, characters captured by a camera are different from those in scanned documents and their 
recognition is very difficult [1]. Text detection and recognition in documents with multiple parts, complex and 
heterogeneous backgrounds, mixed fonts or other irregular characteristics are much more challenging than in regular, 
standard font, plain printed text documents [3]. The difficulty of this task is further aggravated when the document 
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image is poorly captured either due to operator error, incompetence, low device quality or poor environmental 
conditions such as lighting when a camera is used to capture the image [4, 5], because of the non-contact nature of digital 
cameras attached to handheld or wearable devices, the output of acquired images mostly suffer from skew and 
perspective distortion. It is affected by complex background, blur, low resolution, non-uniform lightning, skew and 
perspective distortion. 

2. Applications of Camera-Based OCR 

This technology as noted by [1, 6] has gained popularity in the field of computer vision and its importance is evident in 
the following areas:  

 Real-time Recognition of print documents of standard, multipart and complex background, scene images;  
 Mobile text recognizer and speech generator for the visually impaired;  
 A camera-based OCR technique to develop a Portable Camera-Based Assistive Text Reading from Hand-Held 

Objects for Blind Person which was proposed by [7];  
 Business cards are popular targets of camera-based OCR on mobile phones;  
 Thick books and precious historical books are also a target [8];  
 Smart desktop systems, where a camera will capture documents or texts on the desk and understand their 

location and contents;  
 Image search where a personal or large public image database is searched for images including a keyword 

specified [9];  
 Mobile Dictionary [10];  
 Sign Detection and Translation: This is the ability to detect and recognize text using PDAs or cellular phones. 

[11] Evaluated a prototype system for sign detection and translation of text from natural scenes;  
 License Plate Reading: automatic license plate reading (ALPR) is applied in many applications especially in 

traffic control systems. Many systems have been developed for ALPR and many commercial products are 
making practical use of it such as in toll collecting monitoring, security management, parking lot billing, and 
road law enforcement [8, 12];  

 Document Archiving: With the portability and flexible nature of camera-based OCR, users can conveniently 
carry such a device anywhere for instant recording of record interesting document pages. 

3. Tasks of Camera-Based OCR 

Text recognition in scene images, multipart documents, documents with complex backgrounds and video is comprised 
of three major tasks, Text image Acquisition/data collection, text localization and text recognition. These tasks are 
shown in Figure 1. This paper will be dwelling on the first task which is text image acquisition since all the challenges 
associated with Camera-Based OCR arises from this phaseand methods. 

 

Figure 1 Camera-Based OCR Tasks. Source [1]  

3.1. Text Image Acquisition/Data Collection 

This is the first step of Camera-based OCR. It involves image capturing and preprocessing (rectification and deblurring) 
for improving the quality of the captured image. The essence of this is to make the next text, which is a localization and 
recognition task easier. As noted by [1], many difficulties of camera-based OCR such as low resolution, motion blurring, 
perspective distortion, non-uniform lighting, specular by flash and occlusion are caused by this acquisition step [13, 14]. 
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3.2. Preprocessing 

The next phase after capturing is preprocessing. The main objective of this phase is to make it easy and possible for the 
OCR to distinguish character/word from the background. This can be achieved using the traditional machine learning 
approach such as Binarization, or the deep machine learning approach such as CRAFT algorithm, which incorporates 
the following Binarization, skew correction, Noise removal, Thinning and Skeletonization techniques. 

Binarization: means converting a coloured image into an image that consists of only black and white pixels (Black pixel 
value=0 and White pixel value=255). As a basic rule, this can be done by fixing a threshold (normally threshold=127, as 
it is exactly half of the pixel range 0–255). If the pixel value is greater than the threshold, it is considered as a white pixel, 
else considered as a black pixel [15]. However, this technique fails when lightning is not uniform in the image as shown 
in Figure 2 

 

Figure 2 Binarization using threshold captured under non-uniform lighting. Source [15] 

Challenges and Factors that Contributes to the Difficulties of Camera-Based OCR and their Diverse Effects 

The various challenges associated with camera-based OCR, which emanates from image acquisition are listed and 
explained as follows:  

3.3. Scene impediment 

Text detection and recognition in documents with multiple parts, complex and heterogeneous background, mixed fonts 
or other irregular characteristics is much more challenging than in regular, standard font, plain printed text documents 
[3, 11, 16]. The difficulty of this task is further aggravated when the document image is poorly captured due to either 
operator error, incompetence, low device quality or poor environmental conditions such as lighting when a camera is 
used to capture the image [4, 5]. 

3.4. The multiplicity of Scene Text 

Research has shown that processing text elements in documents with a non-regular or complex mix of elements and 
quality issues still pose computational difficulties to OCR systems because texts can be written in different fonts, appear 
in different resolutions, appear with irregular spacing, overlap and bear artistic effects [17]. This is contrary to Text in 
document images, which normally appears in regular font, single colour, and uniform layout [18]. 

3.5. Intrusive Factors 

Furthermore, camera-based OCR is susceptible to lighting conditions and other operator-dependent exposure settings 
that often result in uneven lighting, blurred or perspective-distorted images and other forms of degradation such as 
warping and shadow overlay [4, 5]. 

3.6. Low-Resolution Images 

Images captured with cameras usually have low resolutions. 

3.7. Image Zooming and Focusing 

Focus is usually a drawback for many digital devices as they are designed to operate over a variety of distances. Slight 
perspective changes can cause uneven focus even at short distances [19]. 
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3.8. The High Dimensionality 

The high dimensionality of the feature space is one of the very prominent challenges for OCR techniques on the problem 
scenario described in the preceding paragraphs. The problem of high dimensionality is mostly occasioned by the 
presence of noise in the form of a subsuming background or low contrast background, which reduces the accuracy of 
text detection and recognition by OCR systems. Another major challenge is the aspect ratio. Some texts are short while 
others are lengthier. Texts detection in this scenario involves a process with high computational complexity, since the 
location, scale and length of these texts need to be considered within the search process. Thus, the computational time 
is increased without a corresponding improvement in the recognition rate. 

3.9. Complex Background 

Text printed on a background that has a very solid colour, separation is rather easy like ordinary scanned documents. 
In scene Images, characters and their background often have very low contrasts and as such, separation is a little more 
difficult even when a solid coloured background is used. Captions are mostly without solid backgrounds because they 
are placed on top video frames directly. This case is one of the most difficult cases of text localization. 

3.10. Curved Scene Images 

Many patterns seem like characters as a result of confusing and ambiguous shapes in the scene. “Y” shaped edges are 
found on the corner of a room. Around leaves of trees, we also find dense and fine (i.e., high-frequency) edge structures 
which look like dense text lines. Equally, it is also obvious that some decorated characters seem like a branch of a tree. 
This difficulty invites a very important question; what are character patterns? More precisely, what is the difference 
between character patterns and non-character patterns? We never read the corner as “Y”. Therefore, the results of 
localization will be given as a set of rectangles (or, more generally, arbitrarily shaped connected regions) each of which 
contains a single character, or a single word. For single-character rectangles, neighbouring character rectangles will be 
grouped (i.e., concatenated) to form a word. Normally, scene images are often curved, rotated or even slanted. Figure 3 
shows the diagrams of some of the listed scene text challenges. 

 

Figure 3 Some Challenges of Camera-based OCR Images 

4. Camera-Based OCR System Best Practices 

The various challenges associated with camera-based OCR, which emanates from image acquisition are listed and 
explained as follows:  

4.1. Image Acquisition 

 To acquire high-resolution images at some distance, we need to perform zooming to the area of interest [19] 
 To avoid low resolution, do not capture all the text in one frame. 
 The mosaic technique is needed to put pieces of text images together as a large high-resolution image. 
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 Auto zooming should be used in the background around an object that has low variance compared to the main 
object. In this case, the variance in the observation window could be used as an indicator of best zoom [20]. 

 The best focus is achieved when edges are strongest in the image. 
 The sum of the differences between neighbouring pixels, the sum of gradient magnitude, or the sum of a 

Laplacian filter’s output could be used as the overall edge strength measure. [21] 
 To avoid perspective distortion, the camera should directly face the document. 

4.2. Image Pre-processing 

 Image Conversion: The captured image should be converted to have only black and white pixels (Black pixel 
value=0 and White pixel value=255);  

 Image Cropping: The text area of the captured image should be cropped. Firstly, the text area should be 
predefined depending on the type of image so that the unwanted areas from the image will be eliminated [22];  

 Image Brightness Correction: The brightness levels of the image should be varied to remove the dark areas. The 
new brightness can be calculated using any of the brightness methods such as the Root Mean Square (RMS) 
pixel method [22];  

 Gamma Correction: Gamma values of the image are varied depending on its brightness level. A lookup-mapping 
table should be built to map the input pixel values to the output gamma-corrected values;  

 Skew Correction: The geometric distortion caused by the camera position is corrected hereby. According to 
[23], many techniques have been developed to handle this.  

5. Conclusion 

In this paper, we reviewed the difficulties associated with camera-based OCR and the likely factors that contributed 
heavily to its computational complexity, and recommend best practices for extracting scene texts from complex images. 
As was clearly stated, the major challenges of every camera-based OCR system originate from the first stage, which is 
image acquisition. When the document image is poorly captured it results to skew, tilted and misalignment of a 
document. For a pure environmental condition or uneven lightning, blurred images are obtained. Therefore, text 
detection and recognition in documents with multiple parts, complex and heterogeneous backgrounds, poorly captured 
images, mixed fonts or other irregular characteristics are much more challenging than in regular, standard font, plain 
printed text documents, which the traditional desk OCR is very comfortable with. However, with the recommended best 
practices, a camera-based OCR scene text detection system can easily be designed and deployed to extract texts from 
complex images.  
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