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Abstract 

The consensus of many researchers on data saturation is that data saturation is a key driver for determining the 
adequacy of sample size in a qualitative case study. Despite these global consensuses, some researchers described 
data saturation as complex because the decision to stop data collection is solely dictated by the judgment and experience 
of researchers. Other researchers claimed that guidelines for determining non-probability sample sizes, used as an 
indication of data saturation are virtually non-existent, problematic, or controversial. Others claimed that data 
saturation hitched to sample size is practically weak, because data are never truly saturated, as there are always new 
data to be discovered. This narrative study highlights the dilemma of data saturation and strategies to adequately 
determine sample size in a qualitative case study. A narrative review of prior research that focused on the vast works 
of literature that revealed significant information on data saturation and strategies to adequately determine sample size 
was adopted. Peer-reviewed articles within the last five years from electronic databases, using some keywords such as 
“qualitative case study”, “sample size in a qualitative case study”, “data saturation”, etc., were also extracted. Results 
show that data saturation is very helpful especially at the conceptual stage, but its concept and standard is elusive, 
because it lacks practical guidance for estimating sample size for a robust research prior to data collection. Findings 
from this study may encourage researcher on better guidelines for determining non-probability sample sizes.  
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1. Introduction

The adequacy of the sample size determined by the concept of data saturation that brings in new participants 
continually into the study until there are no new information in the data set, as indicated by data redundancy or data 
replication is the view of many qualitative case study researchers [9], [26], [36], [39], [49] and [60]. Data saturation is 
reached when the gathering of data by the researcher tends to a point of diminishing returns, when no new data are 
being added; implying that estimation of sample size in a qualitative case study is a direct function of data saturation 
concept [39]. Data saturation is reached when additional input from new participants do not continue to generate new 
information, or generate new themes, or continue to impact new understanding of the study topic, as revealed by the 
themes and sub-themes [34]. The idea of data saturation is very helpful especially at the conceptual stage, but its concept 
and standard are elusive because it does not provide enough practical guidance for estimating sample size for a robust 
research prior to data collection [39]. Some qualitative case study researchers have openly recognized the lack of 
standards for sample size estimation for data saturation [9], [17], and [39]. There are no published standard guidelines 
for estimating sample size that will reach saturation in a qualitative case study [23]. 
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The concept of assuming data saturation just because one has exhausted the resources is not universally adopted or 
acceptable by qualitative case study researchers. Some researchers claimed that data saturation is not all about the 
sample size alone, but about how rich (high quality) and thick (enough quantity) the data [24] and [56]. What is 
important to most qualitative case study researchers are the choice of sample size that has the best opportunity for the 
researcher to reach data saturation whether large samples or not. Some other qualitative case study researchers 
claimed that the concept of data saturation is inconsistent, unrealistic, and practically untenable [23], [28] and [45]. The 
purpose of this narrative study is to identify some views of qualitative case study researchers on data saturation in 
relation to reliability and validity of findings, with the aim of recommending strategies for adequacy of sample size in a 
qualitative case study in the face of the dilemma of data saturation. The findings from this study may encourage social 
change as more qualitative case study researchers learn to adopt, without bias, the various strategies employed to 
ensure the rigor of the work and data saturation. This may also create new innovations and influences globally that 
could advance the better use of data saturation concepts especially among qualitative case study researchers.  

2. Literature Review 

Qualitative case study researchers are unlikely to agree on exact sample size required to reach saturation [39]. This is 
because there are no universal study designs [22], and the focus of qualitative research is generally not on sample size 
or generalization but on sample adequacy that can justify saturation [12]. The question is how is sampling adequacy 
measured or achieved? Guidelines for determining nonprobability sample sizes, used as an indication of quality, are 
virtually nonexistent [28], problematic [45], or controversial [23]. O’Reilly and Kiyimba challenged the concept of 
saturation and considered its adoption across all qualitative approaches as inappropriate, and its name as a quality 
marker for sampling adequacy as generic [45]. According to O’Reilly and Kiyimba, the increasingly ubiquitous discourse 
of data saturation has created one important and somewhat neglected argument within this field of data saturation [45]. 
This is because data saturation is being treated as unproblematic and increasingly accepted and expected as a marker 
for sampling adequacy. This idea was supported by Bowen who argues that researchers are not being frank concerning 
how exactly data saturation is reached in the face of its practicality in terms of time and resources, and number of 
participants that can be interviewed [12].  

Sometimes data saturation cannot be reached [12]. Another question to be answered is, if saturation is not reached, 
does it invalidate the findings? The answer surely is NO. O’Reilly & Kiyimba, and Crouch & McKenzie explain that 
whether or not saturation is reached, it does not invalidate the findings; rather the findings should include the note that 
the phenomenon has not yet been fully explored [45] and [17]. Crouch and McKenzie opined that since qualitative 
research is intended for an in-depth exploration study rather than inferential or relational, the issue of sample size has 
little bearing on the project’s validity [17]. Therefore, portraying data saturation as a quality indicator is not always 
relevant.  

The definition of data saturation, in itself, appears to be vague. If the definition of a phenomenon is proven to be vague, 
so is the concept itself. For instance, if a qualitative researcher has sampled “n” samples and suspected data saturation, 
how many additional samples should be taken to determine data saturation? It is possible to take next (n+1) with no 
new findings while further n+2, n+3, n+4 samples may show new findings, and possibly n+5, n+6, may depict no new 
findings and so on. The question is how many samples the researcher will take before concluding that there is no more 
new information. Definitely, it is against all statistical logic to stop just because the immediate next sample showed no 
new information which may be a chance effect. According to Wray, et al, data saturation is practically weak, because 
data are never truly saturated [61]. There are always new data to be discovered [61].  

2.1. The Dilemma of data saturation 

Two researchers, Baker and Edwards, decided to interview experts on their views on the number of interviews needed 
for a qualitative study to reach data saturation [6]. Their first interviewee, Harry Wolcott’s short answer was simply “it 
depends”. It depends on the researcher’s resources, time, cost and even how many respondents are enough to satisfy 
committee members for a dissertation. However, Harry Wolcott added that the usual answer is to keep asking as long 
as you are getting different answers [6]. 

Shortly Harry Wolcott put the question back to them, asking the researchers if the number of experts they decided were 
enough for their study. The interviewers of experts replied Harry Wolcott that they were working with an estimate of 
reaching data saturation, with respect to the discipline, expertise, locality, and practicability. Then Harry Wolcott 
insisted the researchers must supply the answer to his question. They finally replied Harry Wolcott with the answer 15 
[6]. One can observe the irony here. Baker and Edwards set to find out from experts, the number of samples to reach 
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saturation, yet they had a working sample size in mind before data collection [6]. Baker and Edwards interview with 
the quota of expert voices ended up at 14, though they planned to interview 15 [6]. 

Using past researches to draw conclusions is wisdom and using past assessment facilitated by the use of examples from 
past qualitative case study sample size that can lead to saturation can be assumed as a working guide [33]. The dilemma 
with a researcher suggesting that he will continue adding participants until saturation is reached is that you cannot 
determine that you have reached saturation until you perform analysis, but you do not perform the analysis until after 
you complete the interviews. It is therefore expedient for a researcher to have a working sample size in mind prior to 
data collection. When one does not know where one is going, everywhere will look like the place. Assuming a working 
sample size before data collection is necessary based on past related researches. Realizable assumptions are not out of 
place.  

Assumptions are the basis for most statistical and scientific innovations, as real situations are never exactly realized in 
practice. All researchers agree that there are no correct absolute measurements to form a construct [41]. According to 
mood, et al., when a coin is tossed, the probability of obtaining a head is 0.5, under the assumption that there are only 
two possible outcomes: head or tail [41]. Under this assumption, mathematical systems have assumed a fair, true or 
unbiased coin, or a coin that will never stand on its own when tossed, thereby removing completely the third possibility 
aside head or tail, in the outcome space. But tossing a coin and having the coin standing on itself is a possibility [41]. 
Geometry for example, deals with conceptual perfect circles, and lines with zero width [41]. But all of us also agree that 
no one has ever drawn a line with zero width. Ideal situations are never exactly realized in practice, but these are 
common requirements in statistical, mathematical, and other systems [32]. Researchers have recommended the 
adoption of sample sizes that yielded saturation for expert researchers in literature who have done similar works in the 
past [29].  

Natoli, et al. acquired qualitative data that saturated with a sample size of thirty-five [43]. Afsharkazemi, et al., Wong et 
al., Schäfer et al., Atif, et al., Gonzalo et al., and Thomsen et al. got data saturation with a sample size of 9, 10, 14, 16, 34, 
and 15 respectively [1], [60], [49], [3], [26] and [55]. Hagaman and Wutich found that 16 or fewer interviews were 
enough to identify common themes with relatively homogeneous groups, but their research revealed that larger sample 
sizes ranging from 20 to 40 participants may reach data saturation [29]. Dare, et al conducted three qualitative case 
studies in different locations: PNG, Uganda, and Sierra Leone, but got data saturations with a sample size of 29, 32 and 
12 in PNG, Uganda, and Sierra Leone respectively [18]. Marshall, et al, and Latham conclusively recommended that 
grounded theory qualitative studies should include 20 to 30 interviews, while single case study should generally contain 
a minimum of 15 that may saturate between 20 to 30 interviews [39, 37]. Researchers may adopt sample sizes that 
yielded saturation for expert researchers in literature who have done similar works in the past. 

2.2. Strategies employed to ensure the rigor of the work and data saturation  

Various strategies employed to ensure the rigor of the work and data saturation may include triangulation, member 
checking, audit trials, reflexivity, peer debriefing and reaching data saturation [44]. Qualitative case study approach 
generally calls for the use of multiple sources of data [15]. Triangulation is a process of using two or more methods to 
study the same phenomenon [47]. Member checking is a data collection method that establishes a back and forth 
conversation between the researcher and her participants around every stage of the process of data collection as a 
means of achieving data saturation, by giving participants the ability to read the researcher’s interpretations and 
provide any corrections or additional information [13] and [51]. Member checking enhances data saturation by 
checking to examine and confirm interview data for corrections, additions or complete deletion if participant decides 
to back out completely. Member checking is also used to establish a back and forth conversation between the researcher 
and her participants throughout the processes of data collection [13], framing of the research question and vetting of 
semi-structured interview guide [7], data analysis and interpretation [40], individual themes and participant themes 
[51], presentation of findings to check if their interviews matched what they actually meant [25] and [53], and ensuring 
that accurate findings had been extracted from the interviews [2] and [11]. Researchers also recommended member 
checking as the most crucial technique for establishing validity and credibility of instruments used in a qualitative case 
study in other to enhance data saturation [14], [27], [30], [44], and [54]. 

Confirmability in a qualitative case study may be actualized through audit trails and reflexivity [59]. Triangulation in 
addition to audit trails and reflexivity are included in the plans to ensure confirmability [21], which in turn encourages 
data saturation. According to Auger, audit trails strategies aid confirmability because they serve as research study 
blueprint that outlines detailed procedural records usually maintained by the researcher [4]. Therefore, confirmability 
can be achieved when researcher’s study blueprint is made accessible to an external researcher in a view to secure 
replication of study. On the other hand, confirmability is strengthened if a study can be replicated with similar results 
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[10]. Reflexivity is a strategy employed to ensure the rigor of the study and data saturation by the researcher 
continuously keeping records of what s/he knows about herself and the participants in relation to the study, in a way 
to offset the researcher’s preconceived notions about the research which might interfere with data analysis and 
interpretation, thereby implementing confirmability or neutrality. 

3. Methodology 

The researcher adopted a narrative review approach. Prior researches on the adequacy of sample size in a qualitative 
case study and the dilemma of data saturation were reviewed. A narrative study approach is best suited to a study that 
can be described as descriptive or explanatory [8] and [46], and where summaries of different primary studies from 
which conclusions may be drawn into a holistic interpretation contributed by the reviewers’ own experience, existing 
theories and models are needed [48]. Narrative studies have great abilities and capabilities to capture and comprehend 
the diverse and numerous insights around scholarly research topics and the opportunity to extract from vast literature, 
reflective practices, shared views and knowledge [38]. In this paper, and within narrative inquiry, the author reviewed 
a vast of peer-reviewed articles in line with the specified key words and term identification, article identification, quality 
assessment, data extraction, and data synthesis. 

3.1. Data Collection 

Literature search of online information obtained from the following international library databases: the ProQuest 
databases, Science Direct, Walden University collection of scholarly and peer-reviewed journals, and other related texts, 
were reviewed using the key search words in the databases for related literature on adequacy of sample size in a 
qualitative case study and the dilemma of data saturation. A thorough review of the literature that incorporated 62 
references was made. Sixty-one (98%) of total references incorporated in the study are peer-reviewed, while (50%) are 
peer-reviewed journals that are within the last 5 years. 

3.2. Analysis and synthesis of contrasting researchers of data saturation 

The principles and concepts of data saturation in terms of no new data, no new themes, no new coding, and ability to 
replicate the study is generally adopted by researchers of qualitative case study. Fusch and Ness argue that data 
saturation is not a unified phenomenon and that there is a need to be explicit in the study design regarding how data 
saturation will be reached [22]. They contend that it may be reached when there is enough information to replicate the 
study, or when further coding is no longer feasible. According to Mosia and Phasha, data saturation is reached when the 
transcripts are no longer revealing information, thereby making a novel contribution to the researchers’ understanding 
of the topic, as revealed by the themes and sub-themes [42]. The consensus of many qualitative case study researchers 
on data saturation, is that data saturation is reached when additional input from new participants no longer leads to: 

new information [20], [37], [43] and [49], new concepts in the transcript that suggests robust data consistency [19], 
new themes [16] or new understanding of the topic, as revealed by the themes and sub-themes [22].  

Some other researchers claimed that data saturation is reached when there is enough information to replicate the study 
[45] and [58], and when further coding is no longer feasible [28]. However, in a case study, there is also a general opinion 
by some researchers that it may be best to secure data saturation by thinking of data in terms of rich (high quality) and 
thick (enough quantity) data rather than sample size alone [24] and [56]. The concept of data saturation based on rich 
and thick rather than sample size alone is widely advocated [5]. This idea was supported by Kandasamy, et al who calls 
for the use of multiple sources of data in qualitative case study [31]. This idea was also supported by Stålberg and Fundin 
in the sense that without adoption of multiple sources of data, a single case study that is limited to one case organization 
may lack external validity [52]. Other researchers that supported this view recommended various strategies to ensure 
data saturation that included methodological triangulation and member checking to secure data saturation [30] and 
[44], and to secure the validity and justification of data interpretation [30], [50] and [62].  

Others claimed that through data triangulation, reliability of the results and attainment of data saturation is enhanced 
[57]. For example, it is possible to reduce the number of interviews by collecting data from other sources like 
observations/open-ended survey and such. According to Visser, et al, methodological triangulation for a case study that 
employs both interviews data and data from other sources can be used to further secure data saturation [57]. While 
triangulation builds coherent justification of interpretation, rich thick description facilitated through the provision of 
verbatim quotes to allow readers to assess the strength of the relation between data and analysis can impact data 
saturation [35]. Various strategies employed to ensure the rigor of the work and data saturation may include 
triangulation, member checking, reflexivity and peer debriefing [44]. Methodological triangulation that incorporated 
one-on-one interviews as well as a review of secondary data such as documentaries, web searches, etc., were applicable, 
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has been recommended by some qualitative single case researchers [5]. According to Azmat and Rentschler, 
methodological triangulation of data from different sources and methods was useful in confirming, complementing or 
disconfirming perspectives obtained from study in relation to securing data saturation [5].  

4. Conclusion 

The concept of data saturation is hard to define and inconsistently assessed and reported in literature possibly because 
it has diverse meaning to many researchers. Qualitative researchers are unlikely to agree on exact sample size required 
or one style procedure to reach saturation because study designs are not universal. However, researchers do agree on 
some general principles and concepts to reach data saturation: no new data, no new themes, no new coding, and ability 
to replicate the study. Failure to reach data saturation has an impact on the quality of the research conducted and has a 
negative impact on the validity on one’s research. Findings show that whether or not saturation is reached, it does not 
invalidate the findings; rather the findings should include the note that the phenomenon has not yet been fully explored. 
Various strategies employed to ensure the rigor of the work and data saturation may include triangulation, member 
checking, audit trials, reflexivity, peer debriefing and reaching data saturation. Also, assuming a working sample size 
before data collection based on assessment facilitated by past related qualitative studies may be expedient as there are 
no correct absolute measurements to form a construct.  
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